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PREFACE
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is to provide readers with a scientific peer-reviewed publication in the field of basic 
sciences, engineering and technology. Current Studies in Basic Sciences, Engineering 
and Technology 2022, Published by ISRES Publishing This book contains new ideas in 
Electrical Electronics, Communications, Mechatronics, Software, Artificial Intelligence, 
Aviation and IOT engineering and technology.

We hope that the book will arouse curiosity about science and technology, be useful to 
new scientists, science readers and anyone who wants to learn the mystery of science, 
and contribute to the literature.
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IN THIS BOOK

In Chapter 1, Its power was recognized by everyone shortly after deep learning emerged. 
For robots to work in harmony with many different problems, it has required them to 
face real-world problems. Deep learning has become an indispensable part of robots 
in tasks such as object recognition and tracking and rapid decision-making in the real 
world. This study explains the place of deep learning in robotic vision.

In Chapter 2, Natural language processing is a field of science and engineering that 
deals with the design and implementation of computer systems that analyze, understand, 
interpret and produce a natural language. This subject, which was seen as a sub-field of 
artificial intelligence in the 1960s, is now accepted as a subject of computer science as a 
result of the successes of researchers and applications. Natural language processing is a 
wide field that can be studied in a wide variety of subjects such as engineering, economics, 
politics, sales and marketing, customer satisfaction, customer recommendation systems, 
disease detection in the health sector, and analysis of court decisions in the field of law. 
This study explains how natural language processing can be used in engineering.

In Chapter 3, Microstrip antenna structures are often prefered from lots of advantages 
in biomedical research fields. Especially, ease of design and cost of them increase the 
popularity in this field. The chapter prepared contains the aims of use for different cancer 
disease types and heart diseases. With this aim, the chapter content ise enriched by 
benefiting several references in the literature. The contributions of microstrip antenna 
structures to the biomedical fields are quite high. This multiplicity increases day by day 
and paves the way for new studies in the future. It is seen that the design richness of 
microstrip antenna structures is a mine that continues to be processed for the biomedical 
fields.

In Chapter 4, The main objectivity of this work is to provide a summary of the different 
machine learning techniques, applications and challenges along with the history of 
machine learning so far. This paper provides a description of the history of machine 
learning, including its origins and progression through the ages. In this book chapter: 
Machine learning and data analysis challenges, General machine learning model, 
Machine learning concepts and Machine learning algorithm are explained.

In Chapter 5, The power systems can be cited as the most important subsystem in 
spacecraft. Failure of the power subsystem can cause the space mission to fail, and is 
thus the cause of the majority of mission failures on early satellites. Because the most 
important factor that determines the life of a spacecraft is the active power systems 
they have. As systems developed and became more complex, the power requirement 
in spacecraft increased. While batteries and fuel cells were generally used in the first 
spacecraft to meet the energy needs, solar cells and nuclear power systems are used in 
today’s space platforms in line with the needs of the mission area and mission platform. 
Today, with the emergence of deep space mission concepts such as space tourism and 
space mining, the need to develop new primary power systems that are more efficient 
and that will use different energy sources other than solar energy has emerged. For this 
reason, the field of space power systems has become a focus for researchers
In Chapter 6, Nowadays, the use of autonomous vehicles is becoming more and more 
widespread. Considering the autonomous levels, autonomous vehicles at certain levels 
are frequently seen in most vehicles in traffic. With the development of technology, it is 
predicted that there will be an upward increase in the number of autonomous vehicles 
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in traffic in the future, as well as in autonomous driving levels. In this study, besides 
the historical developments of autonomous vehicles, predictions were made about the 
vehicles that will be found in traffic in the future. In addition, autonomous driving levels 
and the basic sensors used are mentioned.
In Chapter 7, The field of nonlinear optics offers many exciting opportunities for both 
fundamental research and technological application. As in other high-tech areas, such 
as microelectronics and genetic engineering, science and technology can be expected to 
share a vital interplay where advances on one front enable advances and present new 
challenges on the other. Improvement of nanotechnology and creation of new nano-
materials with specific properties lead to a growing need to study the nonlinearity of 
the optical characteristics of the newly created materials. For example, optical devices 
based on nonlinear optical effects are becoming more and more widely used in practice 
today.
In Chapter 8, Images are one of the most significant channels that can be utilized 
to pass on a wide range of data. In general, images hold highly sensitive and private 
information that play an essential for a variety of applications, such as military, remote 
sensing, and medical imaging. Subsequently, as different kinds of information, the vast 
majority of us use the internet as an essential means of transferring image information 
from one point to another. It is important to protect sensitive and confidential data 
against unauthorized users in order to access and modify it in this context. Due to the 
necessity of security and the resource constraints, image encryption, and decryption 
techniques have been invented. The internet, interactive media, medical imaging, 
and military imaging frameworks all utilize image encryption. Each kind of media 
information has its interesting properties, like high pixel connection and redundancy. 
In recent years, researchers have developed various image encryption techniques to 
enhance security. In this study, it was conducted a comparative study of five encryption 
algorithms using color images obtained in the BSD500 database. The main purpose is 
to compare the performances of these algorithms by using different methods of image 
quality evaluation. The algorithms in the scope of the study include AES, DES, TDES, 
RSA and ECC. The first three algorithms are considered symmetric methods, while the 
other two algorithms are considered asymmetric encryption methods. In the experiment, 
some color images from BSD were used to test the performance of the algorithms. The 
efficiency of encoding was measured using some image evaluation methods and the 
results were presented in the study.
In Chapter 9, It leads to the efficient technical requirement for storing and transmitting 
data in the digital world. Therefore, it is important to minimize the size of the data 
stored or transmitted. Data compression ensures efficient use of available storage space 
and communication bandwidth. It is necessary to study data compression techniques 
and applications. The features, basic concepts and limitations of data compression 
techniques are explored in this book chapter.
In Chapter 10, Ancillary services in the electricity distribution grid is briefly explained 
and a concise review of the literature on ancillary services is provided. This chapter 
explains the current state of ancillary services, providing a list of suggestions for new 
roles of distribution SOs at the end. 
In Chapter 11, With the introduction of the Internet into people’s lives, it has become 
possible for a device anywhere in the world to communicate with another device. 
Internet technology has had a great impact especially on embedded system technologies 
(smartphones, watches, glasses and other low-power wearable and wearable devices). 
By making use of the sensors integrated into these embedded systems, it is possible to 
obtain many different data from the environment of the individual. These obtained data 
were collected, analyzed and analyzed in a center via wired or wireless internet. In this 
way, various information about the person who owns the device or the environment in 
which the device is located has been reached in a short time and the communication 
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of objects with each other (IoT) has emerged. One of the areas where IoT is used the 
most is the field of health services. In the correct diagnosis, treatment and follow-up of 
diseases, the data to be obtained from the daily life of the patient outside the hospital is 
of great importance. The best way to obtain this data is to use IoT wearable or wearable 
healthcare devices.
In Chapter 12, In this section, the swarm concept and swarm UAVs are discussed. 
Swarm behavior; It is the behavior that causes living things with a colony structure 
such as birds, fish and some bacteria to clump together and move or move with the 
members of the swarm. The ability of living things to solve problems that they cannot 
solve individually, as a swarm, is called swarm intelligence. Swarm robots; It is 
a system that works for a certain purpose by using swarm intelligence software and 
swarm communication methods in coordination with robots that can work alone. In this 
section, the swarm concept and swarm UAVs are discussed. The article describes the 
communication and coordinated operation of swarm UAVs, and finally the use of UAVs 
in battlefields.
In Chapter 13, The Internet of Things (IoT) is without a doubt one of the most 
revolutionary technologies that has changed the way people live by the end of the 
twentieth century. Over the last three decades, IoT has expanded and become deeply 
embedded in a variety of sectors ranging from consumer applications to military 
applications, health, education, information technology, automobiles, and so on. Because 
traditional India is primarily based on agriculture, this section focuses on the impact and 
application of the Internet of Things in transforming farming methods into smart and 
indigenous farming. It obviously outlines the contribution of IoT to the modernization 
of agricultural techniques through the use of automated equipment, keeping abreast of 
monitoring techniques, and addressing issues of environmental disasters and calamities 
that will assist farmers and agriculturists in combating and being empowered.
In Chapter 14, Today, wearable technologies are used in many areas. They are frequently 
used in applications such as monitoring the physical activities of people, patients, and 
monitoring the life signals of elderly people. In this chapter, a review about one of the 
most important components of a wearable device i.e. antennas used to send and receive 
signals is performed. After a brief history and their evolution in time, commonly used 
fabrication techniques and materials are presented. Textile and polymer-based antennas 
are particularly shown to be widely used due to their high flexibility and strength. A 
more recent approach based on the laser direct structuring technique is also presented 
for manufacturing wearable antennas. Recent works related to wearable antennas and 
particular applications are explored in this chapter. 
In Chapter 15, Along with the developing technology, digitalization of all segments of 
society, and the change of business models, large amounts of digital data are produced 
regularly or irregularly. In this study, information and methods on HDD and optical 
disk media where data is stored and how to recover inaccessible data in these media are 
examined in practice and various solutions are presented. In addition, the steps to be 
taken to avoid data loss and the steps to be followed in case of data loss are explained 
in detail.
In Chapter 16, With the digitalization of all segments of society with the developing 
technology and the change of business models, a large amount of digital data is produced 
regularly or irregularly. In this study, information and methods on how to recover 
inaccessible data on devices using Flash memory as a data recording unit and how to 
recover inaccessible data on these devices have been studied in practice and various 
solutions have been presented. In addition, the actions to be taken to avoid data loss and 
the steps to be followed in case of data loss are explained in detail.
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Robotic Vision with Deep Learning

Kursad UCAR
Selcuk University

Hasan Erdinc KOCER 
Selcuk University

Introduction

A robot is a mechanical device that can automatically perform a complex sequence of 
actions and is usually programmable by a computer. Internal or external controllers 
can control the robots. Robots can be created to resemble humans or animals, but most 
robots are designed to perform a task regardless of their appearance (Ruiz-del-Solar et 
al., 2018). As the same time robots are controlled fully or semi-autonomously in terms 
of being controlled.
Robotics is the field of technology that deals with the design, manufacture, operation, 
and application of robots (Samuel E. Anthony, 2016). Robots are machines that can 
replace humans in hazardous environments or production processes. For this reason, 
they are also more similar to humans in terms of appearance, behavior, or cognition. In 
addition to humans, there are also robots inspired by nature, such as spiders and worm 
robots. With these robots, a new robotic field was born under the name of soft robotics.
Robotics researchers are trying to use robots in many different tasks. Some tasks can 
be summarized as acting like a human, garbage sorting, automatic direction finding and 
navigation, collaborative automation, debris search and rescue, and drawing pictures. 
Deep learning will play an active role in all these tasks. The difficulties in this and 
similar tasks can be briefly summarized as follows. 

1) Advanced manipulation. Grasping of an object may differ according to the object. 
It is very hard to grasp things with complex shapes, which can break or change 
shape when squeezed. Likewise, tasks required by the grasping process, such as 
painting, opening a door, or using a tool, are of interest to researchers.

2) Learning dynamics: It has always been a problem for robots, as changes force 
them to step outside of the algorithm that controls them. Monitoring and capturing 
changes requires human expertise and is time-consuming. It is significant to adapt 
to new dynamics in order to solve problems such as grasping objects that are 
different from the ones taught, and moving in a new environment.

3) Sensor fusion & dimensionality reduction. Robots need to be fast to be used 
in real-time applications. For this reason, obtaining meaningful data from low-
quality images also plays a critical role. Thanks to deep learning, the data can be 
represented and used with data of lower dimensions by cleaning it from data that 
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will not be used.
4) Interpreting and anticipating human actions. Robots can also interact with humans. 

In emergency rescues, robots that are put into the service of people, such as elderly 
/ sick care, should work in a way that does not harm people. In such tasks, robots 
must also be able to predict human movements.

5) Advanced object recognition. Robots deal with a wide variety of objects. Object 
recognition and classification are some of the things that deep learning does best. 
Thanks to deep learning, it has become possible to recognize objects and obtain 
their properties, to make necessary path calculations, to obtain critical properties 
(slippery, sharpness, etc.) and surface characteristics of objects.

A robot perceives the world it is in (simulation or real) with its different sensors, creates 
a model of the world and updates this model over time when necessary. However, in 
order for the robot to perform a task, it is essential to make decisions, plan the necessary 
actions and implement these actions. While performing these actions, it is highly adhered 
to the program written by the human. Keeping the robots working without being affected 
by environmental or parameter changes is still not an insurmountable problem. Machine 
learning is a useful tool to overcome the mentioned and similar challenges. In particular, 
deep learning has become well known for its outstanding success in many fields.

Robot Kinematics

A robot is structurally created with joints that perform translational (prismatic-P) and 
rotational (revolute-R) motions, as shown in Figure 1, and joints that connect these joints 
to each other. The displacement due to the rotational movement and the translation due 
to the displacement between the joints are called the joint angle and the joint offset, 
respectively.  Robots are positioned by controlling the joints separately. Thus, the 
positioning of the endpoint is ensured. Movement in Cartesian coordinates is achieved 
by obtaining the joint coordinates that will provide the current position using kinematic 
equations. 
Kinematics is a science of motion that deals with the motion of objects. The masses of the 
objects and the forces acting on the object are not taken into account in the movements 
discussed. In robot kinematics, a relationship is defined between the end-effector and the 
joints that provide the movements.

Figure 1. Prismatic and revolute joints

The position and orientation of each joint of a robot is determined relative to the previous 
or the next joint. This consecutive relationship is called an open kinematic chain. 
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Transformation matrices are used to create an open kinematic chain. The transformation 
matrix contains the robot’s position and orientation information. A homogeneous 
transformation matrix is created for each joint. The degree of freedom (DOF) of the 
robot determines the number of these matrices created. Six degrees of freedom are 
sufficient to reach any point in three-dimensional space with any orientation. For this 
reason, industrial robots are generally produced with 6 DOF. Of course, there are robots 
with a DOF of less than six which can be used for simpler tasks. On the other hand, 
redundancy occurs in robots with more than six DOF. In this case, more than one joint 
is scanning the same area. This phenomenon is seen in special-purpose robots designed 
for special conditions.
One of the most important stages of robot studies is the kinematic model of robots. Many 
methods have been developed for this purpose. The solution to kinematic problems can 
be realized in two different spaces, three and four-dimensional. Since the kinematic 
model is extracted using transformation operators such as matrices or vectors in three-
dimensional space, this method is called point transformation, and since linear vectors 
and transformation operators are used in four-dimensional space, this method is called 
linear transformation method (Aspragathos & Dimitros, 1998). 

Robot Operating System

Robot Operating System is software that allows controlling robots. Although it is called 
an operating system, it is not an operating system. ROS is open-source interface software 
that creates human-robot communication.
ROS is widely used and preferred software in robots. The robot evaluates the data it 
receives from the environment via sensors and sends it as a command to the robot as a 
result. With the help of sensors in the controlled robot, data collected from the outside 
world such as sound and images are transferred to the computer via ROS. The data 
is processed according to the algorithm and usage area in the computer. The result of 
the processed data is sent back to the robot as a command. While performing these 
operations, it works in publishing/subscriber logic. The topic and messages are used 
to provide communication between the computer and the robot. In addition to being 
open-source, it is possible to use it with more than one programming language. In other 
words, it allows using different languages (Java, Lisp, C++, Python) on a robot.
With ROS, it is aimed for the user to develop software that fulfills the desired task by 
making minimum changes to the code and using it according to the needs. In addition, 
the user can quickly run the previously developed algorithms in the download-use 
format and thus make performance comparisons and impressions.
Robotics is a difficult and costly field to implement. For this reason, it may be important 
to test the application in a simulation environment before it is implemented in the real 
world. In the light of this importance, there are simulation environments that are fully 
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compatible with ROS. The most common of these simulations are Gazebo and Rviz 
environments. With the libraries and ready-made 2D and 3D objects in Gazebo, it offers 
a wide working area to the developers. Data packaged in ROS can be easily simulated 
and examined in 3D in the Gazebo environment.
While developing robot software, it can be used in interfaces such as Orocos, Carmen, 
Microsoft Robotics Studio, and YARP apart from ROS. The advantages of ROS over 
others can be summarized as follows.

1) It publishes a different issue (publish) in each transaction. Thus, error management 
can be made easier.

2) It is not dependent on a programming language. Among the languages it supports, 
there are many languages such as Java, C++, Python, and Lisp, which are among 
the most widely used programming languages. It is also platform-independent. 
Even a ROS node can be programmed in different languages according to need 
or teamwork. It comes to the fore in the realization of steps such as teamwork, 
remote work, or performance optimization by working integrated during 
compilation and study.

3) The software is open source. Being open-source code does not remain in a 
limited framework; it allows communicating with many people through the 
community. With the tools available in the community, studies can be developed 
in the desired direction.

4) Its modular structure is another advantage. While a problem in other robot control 
software causes the main node to stop, the node structure used here prevents this.

ROS is created from nodes as a system. These nodes communicate with each other and 
use the publish-subscribe messaging model. Units that can operate here are called nodes. 
For example, while one node performs the data collection process with the sensor from 
the outside world, another node performs the task of processing this data. Another node 
creates a result. The communication and operation of all these nodes with each other 
are carried out synchronously. To provide this, a server called ROS-Master creates the 
connection between the nodes. This Master server is an XML-RPC-based application.

Robotic Vision

With the emergence of deep learning, pattern recognition has become powerful tool that 
raises the direction of studies in the fields of machine learning and computer vision. 
Thanks to deep learning, many problems have been solved or reached better solution 
(Ucar & Kocer, 2022).. It has also become a research area and improvements have 
been made in various algorithms, data sets, and computational power. Such a powerful 
tool has attracted attention in all areas. Undoubtedly, robotic vision is among them. 
The deep learning algorithms used in robotic vision were transferred from computer 
vision. Robotic vision is the addition of action to the computer vision result. As shown 
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in Figure 2, if the output of the image inputs is data, it is computer vision. However, 
if the image inputs are transformed into action and a job is performed, robotic vision 
is realized. However, it is not possible to transfer every algorithm or method. Robotic 
vision and computer vision are separated because of the two main differs from each 
other on several issues. 

1) Computer vision can generally be operated with hardware such as Graphical 
Processing Unit (GPU) that offers high computing power, while robotic vision is 
difficult to perform with such high hardware.

2) Robotic vision is run in real-time. For this reason, computer vision 
algorithms and methods can be transferred, which can meet the requirements 
of robotic vision such as real-time and limited computing power. 

Figure 2. Position of robotic vision according to computer vision

An example of a robotic vision application is shown in Figure 3. General view of 
robotic vision and grasping mechanism is shown in Figure 3a. When the objects on the 
conveyor belt (Figure 3b) will be separated with the robot arm, the objects are viewed 
with a camera as in Figure 3c. By running the deep network on the displayed objects, 
necessary information for gripping such as detection, location, and speed of the objects 
is obtained. According to the information obtained, the robot arm positions itself as in 
Figure 3d. Then, the robot arm waits for the objects to come to the grip area as in Figure 
3e. When the robot arm realizes the grip, it separates the desired object (Figure 3f). 
Since all these processes have to be carried out in a short time, the need for fast-running 
and moving systems is huge.
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Figure 3. a) General view of robotic vision & grasping mechanism, b) Robot arm and objects to be 
separated, c) Viewing objects and obtaining deep network related data, d) Positioning of the robot arm 
according to the deep learning result, e) The robot arm grasps the desired object, f) Separation of the 

grasped object

Deep Learning

Deep learning seeks solutions using a more complex architecture for problems where 
artificial intelligence algorithms are insufficient. For this reason, it needs higher 
computational power and data set. In the early years, it took some time to realize its 
importance and power, since it was not possible to meet these needs. Many different 
architectures have been developed as it has become easier to train and use.

Convolutional Neural Networks

CNN is an architecture of DNN. This structure, inspired by the visual system of mammals, 
has local connectivity, pooling, shared weight, and the use of many layers (Bengio & 
LeCun, 2007). The large numbers of hidden layers that make up CNN are used in 3 
different tasks. Convolutional layers with linear filtering are the layers where the features 
are obtained. The non-linearity of the network is gained with the activation function 
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applied after the convolution layer. A pooling layer is used between the convolution 
layers. Pooling layers serve to reduce the data size to reduce the processing load. The 
use of the pooling layer should be careful, as there will be data loss along with the data 
size reduction. Maximum and average pooling are the most commonly used pooling 
layers. After multiple layers of convolution and pooling, an input-based decision is 
required. Decision-making is done in the fully connected layer. The operations of these 
layers are shown in Figure 4.
The convolution, pooling, and fully connected layers that make up a CNN, the number 
and size of filters vary according to the application. However, since there must be at 
least one connection for each data in each layer, it needs quite high computational 
power. However, since most operations are done locally in CNN, it is suitable to work 
with GPUs.
Fully connected layers are an important layer for converting 2D data to 1D. This layer is 
similar to the classical ANN. Also here the final classification is carried out.
CNNs can be created in different structures by using the different number of layers, filter 
size, and number, dropout, pooling, and activation functions. Many architectures have 
been created according to these differences and attract attention with their performance 
(AlexNet (Krizhevsky et al., 2012); VGG (Simonyan & Zisserman, 2014); GoogleNet 
(Szegedy et al., 2015); ResNet (He et al., 2016); DenseNet (Huang et al., 2017)).
Although CNN is successful in classification, it cannot produce an output for object 
tracking, recognition, and tracking tasks. In such tasks, the target usually covers a small 
area in the images and this area needs to be detected. The window scrolling method 
can be used for this task, but its slow operation makes it impossible to use for robotic 
tasks. To eliminate this disadvantage, it is suggested to use region proposals containing 
objects. Fast RCNN (Girshick, 2015) is one of these methods. In the light of later studies, 
SSD (Liu et al., 2016) and YOLO (Redmon et al., 2016) emerged. YOLO has been an 
algorithm that has been studied a lot. It is a very effective method as it can perform 
object classification and location detection with a single CNN. It also allows trade-offs 
between accuracy and speed. The most striking feature is that it offers high speed and 
accuracy even with low hardware, thanks to different architectures and developments.
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Figure 4. The operations of CNN layers (Guo et al., 2016)

Fully Convolutional Networks
The difference between CNN is that there is no fully connected layer in Fully CN. For this 
reason, the output in the last convolution layer is the network output. In these networks, 
the input and output also consist of 2D or 3D tensors. Among the most common uses are 
dimensionality reductions, regression, or semantic segmentation.
One type in which FCNs are used is Auto Encoders (Hinton & Salakhutdinov, 2006). 
An encoder and decoder are created using two FCNs. The encoder reduces the size of 
the input image and creates a tensor output. In the decoder, this tensor regenerates the 
image by performing inverse operations. Auto encoder’s training is also carried out for 
this purpose. For this reason, it can be used in noise removal and segmentation tasks.

Deep Reinforcement Learning

Reinforcement Learning consists of a set of techniques that learn by rewarding agents 
cumulatively for their success in their tasks. Here, agents interact with their environment 
to take an action and receive rewards (Li, 2017).

Deep Learning in Robotic Vision

Robotic vision studies using deep learning are divided into three different categories 
(Ruiz-del-Solar et al., 2018): object detection and categorization, object grasping and 
manipulation, scene representation, and classification. Although many robotic vision 
studies have been carried out in these areas, it is not known whether they can meet the real 
robotic vision requirements as some of them are carried out in simulation environments.

 • Object Detection and Categorization: One of the most fundamental steps of 
robotic applications is object recognition and classification. Thus, robots can 
interact with the real world. As a result of the interaction, the robots can detect 
the surrounding targets and, if necessary, avoid obstacles such as walls and 
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foreign objects that will prevent them from working. Of course, this contribution 
of deep learning to robots becomes limited by the real-time requirement. As a 
result, applications are carried out around task-based methods. With task-based 
applications, it is aimed to work in real-time by using the most useful, fast, and 
few features of algorithms with a limited number of objects. In addition, some 
applications have increased the speed by using smaller deep networks.

 • Scene Representation and Classification: In recent years, mobile robots have 
become quite common. With these robots, which have many different tasks, each 
scene is different and can be important in terms of their duties. Even outside 
the task, robots can understand the movement route and location information 
through images. For this, the features that were previously extracted manually 
have become easy with the help of deep learning.

 • Object Grasping and Manipulation: Grasping is a very important task in robotic 
applications. Both gripper and object detection are areas where deep learning is 
frequently used. In this context, tasks such as grasping, manipulation, and visual 
servoing are performed.

 • Although the task of grasping objects is very easy for humans, the situation 
for robots is quite complex. With the help of deep learning, robots can gain the 
ability to grasp objects in a fixed shape. However, as the shapes, sizes, positions, 
and directions of objects change, robots face a difficult situation. In such cases, 
robots undergo long-term training with trial-and-error methods.

Deep Learning in Robotic Vision

Most jobs involving robots also involve object grasping. For this reason, a gripper is 
mounted on the end of the robots. Grippers are mechanical, pneumatic, or electrical 
equipment used to carry or hold a part. The selection of this critical part can be chosen 
according to the task to be performed by the robot. The most widely used robotic 
grippers are; 1) Parallel Motion Two-Jaw Gripper, 2) Three-Jaw Gripper, 3) Bellows 
Gripper, 4) Collet and Expanding Mandrel Grippers, 5) O-Ring Grippers, 6) Needle 
Grippers, 7) Multi-Finger and Adaptive Grippers, 8) Vacuum Cup or Vacuum Cup 
Arrays, Electromagnets, and Electrostatic Force Grippers.

Deep Reinforcement Learning

A frequently preferred area of deep learning is grasping. Grasp can be defined as the 
partial or complete closure of an object with an end effector. A gripping problem can be 
solved by correctly positioning the robot. For this, it is necessary to know the features of 
the object to be grasped, such as shape, size, and location. According to these features, 
possible gripper configurations should also be investigated (Bohg et al., 2013; Kumra 
& Kanan, 2017).
Robots need as much information as possible about the targets they need to grasp. 
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Presenting this information by people who are experts in the subject is both a time-
consuming and a very difficult approach.
For humans, grasping is an unthinking and automatic action. However, the same is not 
true for robots. Comprehension of objects is a very challenging problem due to factors 
such as an unlimited variety of objects, different physical properties of objects, and 
different viewing angles. All these difficulties must be overcome to achieve successful 
grasping. When we want to grasp an object, we see the object and determine its position. 
Then we reach out and hold the object. The same procedures apply to robots. However, 
since robots are not as smart as humans, they cannot practice grasping that much. In 
addition, robotic grippers can even have only two fingers. After detecting the target on 
the images, the robots obtain their position in the image. It should estimate the location 
in the real world based on the location in the image. It must position itself and calculate 
grip points by comparing its position with the position in the real world. Then he should 
reach and grasp the object without being hindered by the surrounding obstacles.
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Natural Language Processing Applications in Engineering
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Introduction

Natural language processing (NLP) is a subfield of linguistics, computer science, and 
artificial intelligence. NLP related to the interactions between computers and human 
language, how to program computers to process and analyze big amounts of natural 
language data (“Natural Language Processing”, 2022).
NLP brings together theories, methods and technologies developed in many different 
fields for example artificial intelligence, formal language theory, theoretical linguistics, 
and computer-aided linguistics. The purpose of NLP is to examine problems in 
automatically generating and understanding natural languages (Young et al., 2018). 
NLP helps ensure human-computer interaction by processing human-generated sounds 
and texts.
NLP are theoretically motivated computational techniques for automated analysis and 
representation of human language (Cambria et al., 2014). In an environment where 
people of all ages can access social media, the amount of data generated continues to 
increase day by day. Naturally generated data by humans is not in a condition to be 
processed directly. Therefore, many areas need to work together to make sense of data 
and use it efficiently to provide human-machine communication. 
The main objectives of research in the field of NLP are as follows:

 • Better understanding of the function and structure of natural languages
 • Using natural language as an interface between computers and humans and 

facilitating communication between computer and human.
 • Making language translation with computer

To understand the structure of natural languages, it is necessary to make a detailed analysis 
of natural language and to extract its mathematics. Natural Language Processing aims to 
understand or reproduce the canonical structure of natural languages by analyzing them. 

History of NLP
The first natural language processing studies started in 1950 with the article Computer 
Machines and Intelligence published by Alan Turing. In this article, he made a definition 
that includes automatic interpretation and natural language generation known as the 
Turing Test (“Natural Language Processing”, 2022). 
NLP history consists of 3 stages: 
         ●    Symbolic NLP (1950s-early 1990s): Rule-based emulation of Natural Language 
understanding and Generation Labeling operations made according to grammatical 
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rules. They work according to the grammatical structures of languages. For example, 
‘x’ is an unknown word in English. If there is a sentence in the form of Adverb + x + 
Noun, the word x is an adjective.
     ●    Statistical NLP (1990s–2010s):  Statistics-based methods like bag-of-words and 
n-grams became popular, also thanks to increased data availability from the Internet.
     ●   Neural NLP (present): Due to the successes achieved in language modeling 
and parsing studies (Goldberg, 2016, Goodfellow et al., 2016, Jozefowicz et al., 2016, 
Choe & Charniak, 2016, Vinyals et al., 2014), machine learning techniques such as 
representational learning and deep neural learning have become widespread in natural 
language processing since 2010.

Figure 1. NLP brief history (“Natural Language Processing History”, 2022)

Methods

Statistical-Based Methods

The first of the commonly used methods in natural language processing is statistical-
based methods. Language modeling is the job of finding statistical distributions that 
capture patterns in natural language. A statistical language model is built on the weights 
or probabilities of terms. Word representation methods are divided into two as Frequency 
Based Representation and Prediction Based Representation. Frequency-based word 
representations, which are defined as more traditional methods, are focused on the 
principle of detecting the words in the documents and the frequencies of these words.
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Bag of Words Method
The most preferred method developed based on frequency-based word representation 
is the Bag of Words method. According to this method, each sentence in the document 
is divided into unique words and converted into a unique word-sized matrix. While the 
columns of the matrix consist of the words in the document (N), the rows consist of 
the number of the document (D). As a result, the entire corpus is represented as a DxN 
matrix.

Figure 2. Bag of words example (Malinowski & Fritz, 2016)

Frequency-based methods have two main disadvantages (Karcı & Aydoğan, 2019)
 • First, because there are unique words in the rows and/or columns according to 

the method used, matrices in the size of the word count occur, and since the 
value of most of them will be 0, a sparse matrix is   formed. This causes the matrix 
to take up space in memory.

 • Another important disadvantage is the inability to detect semantic closeness 
between words. In other words, if a word always comes after a word in a text, the 
link between it cannot be determined. For example, let’s examine the sentence 
“Ali came to school”. When the words “Ali” and “to school” come, the future of 
the words “came” or “went” should be deduced from the text.

Word2Vec Method

One of the word representation methods, the prediction-based word representation 
method, is the Word2Vec model, which was developed in 2013 and is based on the 
principle of training words with an artificial neural network. The Word2Vec model 
consists of two different algorithms named CBOW (Continuous Bag of Words) and Skip-
gram.

The main differences of these two models are based on the methods of taking inputs and 
outputs. Word2Vec method, takes unique words in a large corpus as input and a matrix 
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with a specified representation vector size is created. This method scans a sentence in 
the document each time by scrolling through a structure called a window and produces a 
vector consisting of many dimensions according to the target word in the window (Karci 
& Aydogan, 2019).

CBOW Model (Continuous Bag of Words) 

In the CBOW model, words that are not in the window size center are taken as input and 
the words in the center are tried to be estimated as output. This process continues until the 
end of the sentence. This situation is tried to be shown in Figure 3. The value indicated 
by w(t is the output value in the center of the sentence and desired to be estimated, 
while the values indicated by w(t-2)…..w(t+2) are off-center output values according to the 
preferred window size (window size).

Example Sentence: “Artificial intelligence is the new electricity.”

The CBOW model, which takes this sentence as input and window size = 1, works as 
follows. First, the word “artificial” is placed in the center of the window, then the word 
“artificial” in the center of the window is tried to be predicted with the neural network 
model by taking the 1 word on the right and the left as separate input (window size=1). 
Then window 1 is shifted to the right, this time with the word “intelligence” in the center 
of the window. Table 1 shows the step-by-step operation of the sentence according to 
the CBOW model. The words written in red represent the output, and the words in blue 
represent the input (Karcı & Aydoğan, 2019).

Table 1. How the CBOW model works (Karcı & Aydoğan, 2019)

Sentence (window size=1) Input Output

1 Artificial intelligence is the new electricity. (intelligence) (artificial)

2 Artificial intelligence is the new electricity. (artificial)
(new) (Intelligence) (Intelligence)

3 Artificial intelligence is the new electricity. (Intelligence)
(electricity)

(new)
(new)

4 Artificial intelligence is the new electricity. (new) (electricity)

Skip- Gram Model

In the Skip-Gram Model, it has a reverse operation of the CBOW model. The word in 
the center is taken as input and the words that are not in the center are tried to be guessed 
as output. This process continues until the sentence ends. This situation is shown in 
Figure 4 (Karci & Aydogan, 2019).
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Figure 3. Structure of Skip – Gram and CBOW (Suleiman & Awajan, 2019)

Skip-gram model uses a neural network to create word representations. A common way 
to represent a word in machine language is to encode a word into an array of characters 
or a string. However, an array of characters does not carry any meaning. The Skip-gram 
model will create a vector, an element of vector space to represent each word, called a 
word vector. A word vector is a position relative to the origin in a graph. Words with 
similar meaning will have their word vectors closer together whereas the words with 
different meaning will be far apart. Interestingly, the word vectors encode the semantic 
relations through linear translations.

Figure 4. Word Embeddings Representation (Embeddings, 2022)

Artificial intelligence is the new electricity.
We will create (center, context) pairs of words to train our model. The context is the 
window of words to the left and to the right of a center word. Using a window size of 2,

 • Center word, “artificial” will have context words, “intelligence” and “is”.
 • Center word, “intelligence” will have context words, “artificial”, “is” and “the”.
 • Center word “is” will have context words, “artificial”, “intelligence”, “the” and 

“new”.
 • Center word, “the” will have context words, “intelligence”, “is”, “new” and 

“electricity”.
Training dataset of (center, context) pairs. The center words will be the input to the 
neural network whereas context words are the target.
(artificial, intelligence), (artificial, is), (intelligence, artificial), (intelligence, is), 
(intelligence, the), (is, artificial), (is, intelligence), (is, the), (is, new), etc.

Neural NLP
A major disadvantage of statistical methods is the manual determination of features. 
Since 2015, statistical methods have been abandoned for natural language processing 



17

Current Studies in Basic Sciences, Engineering and Technology

and neural networks have been used for machine learning (Socher, 2020) Among 
the different methods of deep learning, especially recurrent neural networks and 
convolutional neural networks give successful results in solving natural language 
processing problems. For example, the use of convolutional neural networks to solve 
very different problems of natural language processing has been demonstrated in a study 
that introduced a unified architecture for multitasking learning (Collobert & Weston, 
2008). With these two methods, it has been stated in different studies in the literature 
that other deep learning methods can be used in various problems of natural language 
processing and successful systems can be developed based on these methods (Socher et 
al., 2012).
Deep learning, which is one of the machine learning methods, predicts the results with the 
given data set and consists of multiple layers. Deep learning, machine learning; machine 
learning is a sub-branch of artificial intelligence. Deep learning (also deep structured 
learning, hierarchical learning, or deep machine learning) is a field that includes artificial 
neural networks and machine learning algorithms with one or more hidden layers. Deep 
learning can be conducted supervised, semi-supervised or unsupervised. Deep artificial 
neural networks have also given successful results with the reinforcement learning 
approach. In order to define a model with classical machine learning techniques, the 
feature vector must be extracted first. In order to extract the feature vector, the data 
must be preprocessed. Deep Learning has eliminated the data preprocessing problem 
that machine learning workers have been dealing with for many years. Because, unlike 
traditional machine learning and image processing techniques, deep networks perform 
the learning process on raw data. While processing the raw data, it obtains the necessary 
information with the representations it has created in different layers.
For deep learning to learn distinctive features by itself, the number of data must be large. 
The more data there is for the learning process, the more successful the system will be. 
The data passes through multiple layers, revealing the details on the data.
Three main types of deep web models:

 • Convolutional Neural Networks
 • Recurrent Neural Networks
 •  Multilayer Perceptron (Multilayer Perceptron)

Convolutional Neural Networks
The CNN algorithm is very successful in problems such as image classification, object 
identification and image segmentation. CNNs are enhanced versions of ANNs. CNN is 
the network that gets deeper as a result of the increase in the number of hidden layers 
in ANNs. This depth in CNN is achieved using 2D filters. CNNs realize learning in a 
hierarchical structure (Kucuk & Arici, 2018).
CNN uses convolution and pooling operators. A CNN has three basic types of layers:

 • Convolutional layer
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 • Pooling layer
 • Fully connected layer

Multiple convolution + pooling can be done in succession. Then there are several fully 
connected layers. In multi-label classification problems, there is the SoftMax layer at 
the end. The fully connected layer receives the three-dimensional input by reducing it 
to one dimension and obtains a class label. The SoftMax layer calculates the probability 
tribution of the output classes.

Figure 5. CNN Layers (Akcayol, 2016)

Recurrent Neural Networks
Recurrent neural networks (RNN) are a family of artificial neural networks specialized 
for processing sequential data. Convolutional neural networks can be scalable on data 
of large width and height, or they can process data of varying sizes. Similarly, iterative 
neural networks can scale and process sequential arrays for row-based data larger than 
non-specialized networks can handle. Recursive networks are based on the idea of sharing 
parameters between different parts of the model so that the model can be extended and 
applied to different form instances and generalized (Goodfellow et al., 2018). Although 
the difference between standard neural networks and iterative neural networks may 
seem insignificant, the implications of sequential learning of iterative neural networks 
are far-reaching. A neural network model can only map from input vectors to output 
vectors, while iterative neural networks can map to any output from the entire history of 
previous inputs. The equivalent consequence of the universal approximation theory for 
standard neural networks is that an iterative neural network with enough hidden units 
can approximate any measurable sequence-to-sequence mapping (Hammer, 2000). 
The key here is that recurring connections allow a “memory” of previous inputs to 
remain in the internal state of the network and thus affect network output. That is, 
recurrent neural networks have a dynamic nature and backward neurons have backward 
connections. The output of the network depends on the input values   of the network, 
the previous input values   or the parameters such as the previous output values (Geron, 
2017).
In summary, there is a loop fed into the RNN. The RNN structure is as follows.
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Figure 6. Recurrent Neural Network (An Introduction to Recurrent Neural Networks, 2022)

As a standard, an input comes through the neural network and an output is produced. 
At the same time, neurons connect with each other over time. In this way, the neural 
network working now can receive information from the network that worked at the 
previous time in this way, it can provide a memory flow. For example; The network 
takes a word and produces any output. When the same network moves to the next word 
and takes that word as input, the neural network that worked at the previous time also 
returns a vector, so the neural network can also access information about the previous 
word. In RNN, the neural network has a memory and information flows over time. Since 
the network can receive information from networks that have worked in the previous 
steps, it can interpret the sequential data in a healthier way.
Different RNN Architectures
One to one: It is the standard neural network architecture. It takes an input of a certain 
size and returns an output of a certain size. For example; image classification
One to many: It is the classical RNN architecture. For example; In automatic image 
captioning, an image is given as input, and words describing what is happening in this 
image are taken as output. It could also be the other way around.
Many to one: Give more than one input and get a single output. For example; In 
Sentiment Analysis, a text is given to the neural network and it is determined whether 
this text is positive or negative.
Many to many: Different numbers of inputs are given, and different numbers of outputs 
are received. For example; machine translation and Chatbots
An output is produced for each processed input that differs from the other. In the former, 
the input is processed first and then the output is produced. For example; The input can 
be a video and it is desirable to make a video in which every frame of the video is tagged.
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Figure 7. Different RNN architectures (Seq2Seq models,2019)

NLP Studies
The studies in the field of Natural Language Processing and the Deep Learning methods 
used in these studies are as follows.

Table 2. Natural Language Processing Problems and Deep Learning Methods Used (Socher et al., 2012)
Natural Language Processing Problem Deep learning methods used

Text Classification Convolutional Neural Networks
Recurrent Convolutional Neural Networks

Long Short-Term Memory
Text Parsing Convolutional Neural Networks

Sentiment Analysis Deep Auto Encoders
Convolutional Neural Networks

Information Extraction Deep Neural Networks

Asset Name Recognition Convolutional Neural Networks

Temporal Relationship Inference Convolutional Neural Networks

Event Inference Convolutional Neural Networks

Vocabulary Labeling Deep Neural Networks
Long Short-Term Memory

Text Sorting Convolutional Neural Networks

Automatic Transliteration Deep Belief Networks

Automatic Question Answering Convolutional Neural Networks
Long Short-Term Memory

(*) LSTM is an artificial iterative neural network (RNN) architecture used in the field 
of deep learning. Unlike standard feed-forward neural networks, LSTM has feedback 
connections.
Text Classification: One of the long-studied and important application areas of natural 
language processing is text classification. Deep learning methods are also used for text 
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classification and there are various current studies on this subject. In a sample study, 
very successful results were obtained with a simple single-level convolutional neural 
network approach for the sentence classification problem (such as positive/negative 
customer reviews) on different datasets (Kim, 2014). In another case study, an iterative 
convolutional neural network infrastructure is proposed for text classification. In the 
proposed approach; Iterative neural network is used for contextual information and 
convolutional neural network is used for text representation (Lai et al., 2015)
Text Parsing: In text parsing, it is aimed to reveal the grammatical structure of a given 
text. In a study on this subject, a fast method based on convolutional neural networks 
has been proposed for text parsing. In this method, convolutional neural networks 
are combined with label extraction structured in graphs, and thus the graph converter 
network method, which was previously available in the literature, was used (Collobert 
& Weston, 2008).
Sentiment Analysis: Sentiment analysis is defined as the automatic determination of 
emotion, opinion and subjectivity in each text (Chen et al., 2015). Commonly, using 
the text given in sentiment analysis studies, it is aimed to classify this text as positive, 
negative or neutral. Today, the widespread use of the Internet to enter all areas of 
life provides people with virtual environments such as social media, forums, blogs, 
e-commerce sites, where they can share their ideas, feelings and opinions. In these 
virtual environments, there is a huge amount of data in which people’s opinions are 
expressed. These data attract the attention of many people and researchers, especially 
the manufacturers and sellers of these products and services. Idea mining and sentiment 
analysis aims to reveal the feelings, ideas and thoughts hidden in the texts in which 
people express their views on topics such as products, services, organizations, events, 
political thoughts in virtual environments.
Information Extraction: Information extraction from texts in natural language; Many 
important pieces of information such as entities, events, date and time expressions, 
concepts are automatically extracted. Entity name recognition is a sub-problem of the 
information extraction field of natural language processing and is a long-studied research 
topic. Entity name recognition systems, in general, automatically extract and classify 
the names of entities such as people, places and institutions in each text. Inference of 
temporal relations is also a sub-topic of information extraction and thus an important 
research area of   natural language processing. Temporal relations include the following 
and similar expressions: “before, after, just before, immediately after, during (during)”. 
Automatic extraction of events mentioned in natural language generated texts is also a 
sub-field of information extraction and thus a problem of natural language processing 
(Kucuk & Arici, 2018). In a recent study in this field, an approach using convolutional 
neural networks is introduced for the extraction of sentence-level features for automatic 
event extraction. In this study, a different word representation approach was adopted for 
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the used word-level attributes. This study, which uses deep learning methods for event 
extraction, has been shown to give successful results in event extraction experiments.

Natural Language Processing and Infrastructure
NLP studies first go through a preprocessing that extracts features from audio or text to 
understand the text.
Preprocessing steps in natural language processing can be examined under 4 main 
headings: (Delibaş, 2008)

 • Phonology: It examines the sounds of letters and how they are used in language. 
All languages have an alphabet, and each letter sounds different from the others. 
The aim of phonology is to translate spoken language into written language. 
Sounds are tried to be made into words.

 • Morphology: At this stage, the words are handled individually and the structure 
of the word is examined in accordance with the rules of the language. At the 
end of this study, every part of each word is analyzed. Suffixes, roots, rules 
about them and classification of these structures are handled within the scope of 
morpheme. Morphology is to define the types of elements that make up the form 
in the language and to classify the formal elements called grammatical rules. 
The word structure of Turkish is realized by adding derivation and inflection 
suffixes to roots as suffixes.

 • Syntax: Examines how words must be arranged to form sentences. At this stage, 
the words whose analysis has been completed are combined to form sentences 
and texts, which are larger elements of the language.

 • Semantic: Understanding the sentence structure and taking action as a result 
happens at this stage. The basic function is to examine the meanings that the 
sequence of words in the language give to the sentences and to give meaning in 
this way.

Basic Elements of Natural Language Processing
Since the purpose of natural language processing is to communicate with the computer 
in natural language, the computer needs to learn natural language rules. For this, the 
computer needs a general dictionary and various algorithms to use this dictionary. In 
addition to the general information about the language, the computer also needs a field 
or task-specific knowledge base that it needs and must be perceived independently of 
the general structure of the language. There are generally five basic elements in a natural 
language processing system. These are parser, dictionary (lexicon), understander, 
knowledge base and generator. (Delibas, 2008)
Parser: The parser syntactically analyzes the given sentence and builds the parser tree. 
One of the most widely recognized approaches in parsing is phrase-structure grammars. 
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This approach is based on Chomsky’s generative transformational grammar theory. It 
aims to group sentences by dividing them into groups. According to this approach, the 
basic and constitutive unit of the language is the sentence. The sentence consists of two 
basic structures, the noun phrase and the verb phrase. These clusters are also divided 
into smaller clusters within themselves. After the parsing process, the words whose 
tasks are determined are subjected to semantic analysis and an output sentence is formed 
according to the input sentence.
Dictionary (Corpora): It is a structure that contains all the words required to be recognized 
by the program. The parser works by doing syntactic analysis with the dictionary. The 
dictionary contains the root and meanings of each word that are required to be recognized 
by the natural language processing system. It is a work that gives the vocabulary of a 
language or languages   with the way they are spoken and written and shows the words 
and meanings they form with other elements, and their different uses, based on the root 
of the word.
Understander: Tries to determine what the sentence means with the knowledge base.
Knowledge base: Conceptually, it consists of two sub-components: general knowledge 
base and task dependent knowledge base. The main task of the understander is to find the 
equivalent of the generated parser tree in the knowledge base. The interpreter prepares 
the appropriate answer for the entered sentence.
Generator: It is the most basic system used in the field of natural language processing 
and is the display of certain stored patterns for certain words and sentences to the user 
(Delibaş, 2008).

Natural Language Processing Libraries
Natural Language Processing is a field that produces solutions to many different 
problems in many different fields. That’s why there are different libraries for working 
in the field of NLP. Python language is commonly used for natural language processing 
operations. Many reasons such as simple syntax, transparent semantics, open source 
code, community support are enough to choose Python language. The reason why it 
is preferred in the field of Natural Language Processing is that it has useful tools for 
operations such as machine learning and deep learning (Ozen, 2021). These libraries 
are; Language Toolkit (NLTK), GENSIM, TORCHTEXT, TEXTBLOP, CORENLP, 
ZEMBEREK, ITU Turkish Natural Language Processing Software Chain, SentiTurkNet
ZEMBEREK: Zemberek is an open source Turkish Natural language processing library 
and OpenOffice is a LibreOffice extension. Developed entirely in Java, the library has 
functions such as spell checking, suggestion for incorrect words, hyphenation, and 
faulty coding cleaning.
ITU Turkish Natural Language Processing Software Chain: It is a work that is not open 
source for all-natural language processing but supports natural language processing 
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projects with API support. This study is a platform consisting of tools such as Turkish 
character converter (deasciifier), separation into sentence elements, spell checker, entity 
name recognition. Since this platform has both a web interface and an application 
interface, researchers at different levels can benefit from this platform. There is a preview 
where we can apply natural language processing methods (Eryigit, 2014).
SentiTurkNet: It is an open source Turkish natural language processing library developed 
especially for sentiment analysis method. In this library, which was developed by 
Dehkharghani et al., 2015, a dictionary indicating the emotion poles of Turkish words 
was created. The classification of the text in this dictionary is made according to six 
emotions called anger, hate, fear, happiness, sadness and surprise.
Machine learning libraries are also used in natural language processing, which is a part 
of the world of artificial intelligence and data science. For example, while Scikit Learn 
is frequently used in natural language processing projects, deep learning libraries such 
as Tensorflow, Keras, and Pytorch are among the libraries used to take natural language 
processing to the next level with the development of methods and possibilities. It is 
also used to visualize output with visualization libraries such as Matplotlib, Seaborn 
and Bokeh. The following table lists commonly used NLP libraries for natural language 
processing problems.

Table 3. Natural Language Processing Method and Libraries (Yılmaz & Yumuşak, 2021)
Natural Language Processing 

Methods Libraries

Named Entity Recognition NLTK, Spacy, AllenNLP, Stanford-
NLP, Zemberek

Text Classification Zemberek, Flair, PyTorch

Language Identification TextBlob, Zemberek

Vectorization Gensim, Scikit-Learn

Separating sentence into elements, 
finding the root of words, finding 

the head word

Zemberek, Turkish NLP, Turkish 
Stemmer, Turkish Lemmatizer, 

Zemberek Parser

Morphology Zemberek, ITU Turkish NLP Pipe-
line

Normalization Zemberek, Fast.ai, Pyspellchecker

Sentiment Analysis SentiTurkNet, TextBlob

Natural Language Processing Steps
Segmentation of Sentence (Tokenization): It is the process of breaking down sentences 
in the text into meaningful small unit particles. As a result of the decomposition of the 
sentence, too many unit particle tokens are formed. Removal of ineffective words (stop 
word), removal of misspelled words, stemming and lemmatization can be performed as 
methods to reduce these particles. Tokens are meaningful small units, symbols, words, 
phrases can be given as examples of tokens.
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Word Tokenizer: Splits the sentence into words and extracts the punctuation marks, also 
separates the possessive “apostrophe s” in English together.
Sentence Tokenizer: Splits the paragraph into sentences.
Treebank Word Tokenizer: Separates words in sentences according to spaces and 
punctuation marks.
Word Punct Tokenizer: Extracts punctuation marks from the sentence.
Extraction of ineffective words (stop word): It is one of the methods used to preprocess 
texts. Stop words are generally unnecessary words. Words that are used to improve the 
flow of sentences but do not make sense when analyzing data are called stop words. 
They are words like “a, an, the, and, I, me, myself” in English.
Words like these mean nothing. They are important words for understanding sentences, 
but they mean nothing to the machine when analyzing data. If the maximum number 
of words in a text is calculated, the words in the first 10 are made up of stop words. 
Therefore, these words in the text unnecessarily can be removed or a threshold value can 
be determined so that it does not affect the text to be learned too much.
Finding the root of words: There are 2 methods to find the roots of words: Stemming 
and Lemmatization. Both are methods that try to find the root of the words by discarding 
the suffixes. The method of finding the root of words (stemming) is simpler than finding 
the root word (lemmatization), and a strong grammatical knowledge is required for 
algorithms to find the root word (Yilmaz & Yumusak, 2021). The words highlight, 
highway and high have the same roots and are high.

Table 4. Stemming and Lemmatization difference

Words Stem roots Lemma roots

Drive Drive drive

Driving Drive driving

Driver Driver driver

Drives Drive drive

Drove Drove drove

Cats Cat cat

Children Children child

Part of Speech Tagging:It is the tagging of words in texts with their elements as 
syntax. It is the process of putting the class as a label, whichever class belongs to the 
word, such as noun, verb, adjective, conjunction.

1) Normalization: Text normalization is the name given to the methods used to 
reduce clutter in the analyzed text. Case adjustments, unnecessary spacing 
or character removal, number/text corrections, abbreviation corrections, 
etc. includes regulations. Statistical methods and the use of some distance 
measuring methods are common in this field. The most well-known method is 
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the Levenshtein distance method (Yılmaz & Yumusak, 2021).
2) Morphology: It is the process of classifying sentence components that are parsed 

as tokens according to grammar.
3) Named Entity Recognition: It is the process of defining predefined categories 

such as person, place, organization, institution through text documents.
4) Vectorization: The first step for the computer to understand the language is to 

understand the words. For words to be understood, they must be symbolized 
in a way that the computer can understand, that is, they must be represented 
numerically. When words are represented numerically, mathematical operations 
can be performed on words. Vectors are used to represent words numerically. 
The conversion of texts into numerical expressions is called word embedding. 

Methods that allow words, sentences, or documents to be expressed as vectors are called 
vectorization methods. Since machine learning algorithms or mathematical models work 
with numbers, textual expressions need such a transformation. 
Developed methods for determining grammatical features in written texts are basically 
grouped into 2 groups:

 • Rule-based methods
 • Methods based on statistics / probability

These methods are described in the Methods section.
5) Text Classification: Natural language processing applications that predict 

which subject/class the content of a text belongs to are called text classification 
applications. There are also various applications that help us decide who is the 
author of a text or whether an email is spam based on its content.

Sentiment Analysis
Sentiment analysis is defined as the automatic determination of emotion, opinion, and 
subjectivity in each text (Chen et al., 2015). Commonly, using the text given in sentiment 
analysis studies, it is aimed to classify this text as positive, negative, or neutral. Idea 
mining and sentiment analysis aims to reveal the feelings, ideas and thoughts hidden 
in the texts in which people express their views on topics such as products, services, 
organizations, events, political thoughts in virtual environments.
Since the early 2000s, sentiment analysis has become a very active field of study as a 
sub-branch of natural language processing. Sentiment analysis studies are carried out 
in the fields of data mining, web mining and text mining as well as natural language 
processing (Liu, 2012). The term sentiment analysis was first used by Tetsuya and 
Jeonghee in 2003, and the term opinion mining was first used by Kushal et al., in 2003. 
Although these statements emerged in 2003, studies on this subject started in previous 
years. The studies of Vasileios and Janyce in 2000, Tong et al., in 2001, Turney in 2002, 
Pang et al., in 2002 can be cited as examples of the first studies in this area.
Sentiment analysis and opinion mining are the studies that reveal the feelings, ideas and 
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thoughts hidden in the texts in which people express their views on different topics such 
as products, services, organizations, events. In sentiment analysis studies, things such as 
products, services, events, people, about which opinions are expressed, are called assets. 
Expression of emotion may be about the entity itself, or it may be about an aspect or 
feature of the entity (Ozyurt & Akcayol, 2018).
(v, ö, d, n)  v: existence, ö: property, d: emotion, n: subject
The main tasks in sentiment analysis are to extract some or all of these four components 
of emotion expression from texts according to the scope and level of the study.
Existence: The task of extracting entities from the text is not performed in all sentiment 
analysis studies. For example, in product reviews or product comments on e-commerce 
sites, an opinion is expressed about a certain entity, so there is no need for entity 
extraction from the text. On the other hand, in a column about politics, the author can 
express his opinion about different political parties and politicians. Asset extraction is 
important in the idea of mining work to be done in such texts. Entity extraction is a rule-
based entity extraction task. There are studies in Turkish in this field by Dalkilic et al. in 
2010, Seker and Eryigit in 2012, Kucuk and Yazici in 2009.
Property: Whether feature extraction is performed depends on the level of sentiment 
analysis.
Emotion: This is also called emotional polarity. Emotion polarity is positive or negative. 
Although some studies have also been classified as neutral, it is not very common. In 
addition to the positive/negative binary classification, emotion rating studies are also 
carried out to determine the positivity/negative level of the emotion. Removing emotion 
polarity is the main task in sentiment analysis and opinion mining.
Subject: The subject can be a person as well as a legal person. In forums, blogs and 
e-commerce sites, the subject is the user who writes the message, except in very 
exceptional cases. In texts such as newspaper news in which the ideas and thoughts 
of people such as administrators and politicians are conveyed, the subject can be third 
parties instead of the author himself (Ozyurt & Akcayol, 2018).
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Microstrip Antennas in Biomedical Fields

Rabia TOPRAK
Karamanoglu Mehmetbey University

Introduction
Antennas are extremely useful equipments in communication applications. Receiving 
information taking from a supply and transmiting to another supply is provided by the 
antenna structures. With these features, antennas are indispensable for telecommunication 
applications. There are lots of types of the antenna structures. They are horn, microstrip, 
monopol, dipol, Vivaldi, loop, Bow-Tie, log-periodic and etc. In the designs of antenna, 
there are important parameters. They are operating frequency, bandwidth, radiation 
pattern, gain, directivity, impedance, return loss, efficiency, VSWR (Voltage Standing 
Wave Ratio). These parameters explain the performance of the antenna structures. A 
radiation pattern defines the variation of the power radiated by an antenna structure as 
a function of the direction away from the antenna structure. Therefore, gain, directivity 
and field graphs are generally explain with the radiation pattern. Another parameter 
is the efficiency of the antenna structure. Efficiency is an important paramater for an 
antenna structure because of a ratio of the power delivered to the antenna structure 
relative to the power radiated from the antenna structure (Balanis, 2013). 
Microstrip antennas (MAs) consist of a dielectric layer called as subtrate between 
two conduction layer. Copper is generally used as conduction material. Substrate is a 
material has different dielectric constant and tangent loss. The thickness and dielectric 
constant value of substrate can be designed differently by different companies. This 
provides easily the ability of MAs design. MAs are also be able to call as microstrip 
patch antennas, too. So, MAs are prefered in large search areas (B. J. Kwaha, O. N. 
Inyang, 2011; Bahrami et al. 2021; Dey & Mittra, 1996; Kanj & Popovic, 2005; Nalam 
et al., 2014; Peixeiro, 2011; Rabbani & Ghafouri-Shiraz, 2017; Soontornpipit et al., 
2004; Top et al., 2020a; Top et al., 2019; Top et al. 2017, 2020b; Uyanik et al., 2020a; 
S. Yang et al., 2008). The reason of this preference is that they have lots of advantages. 
One of the advantages is that could directly be printed onto a circuit board. The other is 
low production cost. Easy design, lightness, large design facility and etc. are possible to 
sort as another advantages. Disadvantages of MAs are low gain and efficiency values. 
According to their designs, the efficiency, gain and directivity of microstrip antenna 
structures are able to increase by applying different methods. Therefore, MAs become 
attractive for different research applications in the worldwide (Singh & Tripathi, 2011).
Every research related to human life is valuable. So, Biomedical/Medical applications 
are interested in healt issues. Sometimes they aim to diagnose and sometimes to 
treat. Especially as far as human health is concerned, all of biomedical applications 
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get importance. Biomedical researches and developments are made for purposes that 
are very different. For examples; Wireless Body Area Network (WBAN), Implantable 
Medical Devices (IMDs), Wireless Local Area Network and Wearable Medical Devices 
(WMDs) (Kolokotsa et al., 2002; Paracha et al., 2019; Samal et al., 2019; Simorangkir 
et al., 2018).  

Microstrip Antenna Applications on Cancer Researches

MAs are highly used in cancer researches. It is possible to say that cancer researches 
are fairly important because of the effect of death ratios. All over the world people 
suffer from diseases suppled cancer. Once the statistics are examined, it is seen one of 
the biggest death ratios about 19% are from diseases suppled cancer (Institution, 2020). 
Therefore, to diagnose or treat the cancer diseases become quite important. With this 
aim, in the literature there are several studies.  Specially, to solve such health problems, 
microstrip antenna structures are explained in this book chapter. MAs are especially 
chosen to produce solution easily cancer diseases. Because these antenna structures 
have lots of advantages mentioned above. Also, there are a lot of the types of cancer. 
They are sortable as breast, brain, pancreatic, kidney, colon cancer and etc. Each type of 
cancer is a necessary and different research topic. 
Such works are generally related to detect cancer diseases. Because imaging methods 
are MR (Magnetic Resonance), ultrasound or CT (Computing Tomography) (Alsharif & 
Kurnaz, 2018; Caliskan et al., 2015; Top et al., 2019). These methods are contained very 
high frequency bands. For example, X-ray. X-ray is able to affect the atom of human 
tissue. Although it has low cost, it has low image resolution and the effect of ionizing 
radiation. MR has high image resolution and nonionizing radiation. But, it is expensive, 
bulky, noisy and time consuming. Frequency region is very important because of the 
effect of radiation. The radiation intensity increases at higher frequencies (McKeen, 
2016). Also, CT is expensive, bulky and has the effect of ionizing radiation in human body 
(Alqadami  et al., 2019).  This could harm the human body at the frequent measurements 
to detect cancer diseases. So, MAs have proposed for microwave imaging solutions. 
Microwave frequency region has no effect on human body. It is called as Microwave 
Tomography. Medical diagnostic, identification via wireless communication, wireless 
sensors and etc. applications are continually researching and developing with this aim. 
Although the proposed antenna types differ, MAs are mostly preferred.
Microstrip Antenna Applications for the Type of Breast Cancer
All over the world women suffer from breast cancer.  One in 8 women gets breast cancer. 
In men, this rate is 1 in 833 (“Breast Cancer Facts and Statistics,” 2022; World Health 
Orgabization, 2021). Breast cancer is that has the biggest death rates between women. 
Early diagnosis is very important and beneficial to treat it. For early diagnosis the most 
important part is detection to tumorous tissue in breast. Namely, imaging method is 
almost vital in women life. Because, every woman above 30-years old need to make 



33

Current Studies in Basic Sciences, Engineering and Technology

check-up twice a year with an imaging method. With this aim, the importance of imaging 
methods increases day by day. The less radiation intensity used in imaging method 
is, the more useful women who are measured is. Therefore, Microwave Tomography 
applications are searched with an increasing demand. Both its application is simple 
and its cost is low.  MAs are developing as an alternative imaging method that has 
non-ionizing radiation intensity against other imaging methods that has high ionizing 
radiation intensity level. 
Operating frequency and band area are topics examining in antenna structures. Dual-
band frequency operation is applied by handling the fundamental resonant mode of the 
MAs and one of its higher order modes. Dual-band (multi frequency band) operation 
provides solving the inverse scattering problems. Also, the coupling effect of antenna 
in an immersion medium is decreased with dual-band operation. Slotting is a method 
to obtain dual-band in patch of MAs (Al-Joumayly et al., 2010). Short-circuit pin and 
superstrate methods are another methods to get dual-band operation (Blauert & Kiourti, 
2014; Ganeshwaran et al., 2020; Woten & El-Shenawee, 2008). Figure 1 shows some 
example of MAs slotted and added via in the patch. Figure 1. (a) shows an example of 
the rectangular patch with three slots and Figure 1. (b) shows an example of the circular 
patch with slots and via. Superstrate method is used to increase the gain of MAs and 
to get dual-band operation frequency regions (Faisal & Yoo, 2019a). It is also used 
to prevent direct contact of the patch with the human tissue. Slotting in the patch and 
ground plane are methods to increase the gain of MAs (Çalışkan et al., 2015; Toprak et 
al., 2021). Proposed antennas are used to simulate and measure several 3D measurement 
set-ups. Some examples are presented in Figure 2. Different breast models are presented 
at different studies (AbdulSadda et al., 2010; Li et al., 2015).

(a)                                                                                  (b)
Figure 1. (a) Slotted example of MAs, (b) Slotted and added via example of MAs in the patch (Al-

Joumayly et al., 2010; Ganeshwaran et al., 2020)
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(a)                                                                         (b)
Figure 2. 3D tumorous breast model (a) for simulation, (b) for measurement (Mahmud et al., 2018; 

Woten & El-Shenawee, 2008)

Another technique to detect breast cancer is to get ultra wide-band (UWB). As differing 
slot number in the patch, it is possible to make UWB. UWB ensures better return loss 
and VSWR (Voltage Standing Wave Ratio) value in the measurements. These values 
are important parameters for evaluating antenna performance (Ul Haq & Khany, 2014). 
Microstrip Antenna Applications for the Type of Laryngeal and Trachea/Bronchus/Lung 
Cancer
In 2019, Türkiye, according to Türkiye Statistical Institute the Larynx and trachea/
bronchus/lung tumors caused the most deaths from tumors (Institution, 2020). When 
deaths from benign and malignant tumors were analyzed according to sub-causes of 
death, it was seen that 30.2% of the deaths were caused by malignant tumors of the 
larynx and trachea/bronchus/lung. For imagine these cancer types, MAs are used as 
microwave imaging method.  A study has used MAs as dipole antenna structure. The 
proposed antenna technique and set-up are quite fast in scanning, computation, and 
image creation because it needs no additional devices for accurate boundary estimation. 
Array elements are utilized in MAs structure because of obtaining the dipole antenna 
structure (Zamani et al., 2018). To do this, by taking the feeding point as the center, a 
co-design has been made in the patch. So, dipole antenna structure is obtained. Figure 3 
shows the antenna structure and its return loss graphs.

(a)                                                                                      (b)
Figure 3. (a) Dipole antenna from MAs, (b) Its return loss (Zamani et al., 2018)
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MAs are designed as resonators for imaging lung cancer type. There are different 
resonator types such as square, circular and etc. Measurements with resonator method are 
more accurate than other characterization techniques. Resonator method also provides 
to miniature the proposed technique. Therefore, while smaller resonator structure is got, 
higher accuracy results are gained (Hardinata et al., 2017). 
MAs with array elements are utilized for electromagnetic imaging. Metamaterial is also 
used as meta surface element. Cause, backscattering problem is minimized with this 
method (Zamani et al., 2019). Advantage of this study is better imaging reconstruction. 
While there is no touch on human torso, imaging method could be easily applied.
A prototype structure, microstrip impedance transformer and antenna have been designed 
and simulated. In order to deliver the microwave energy into lung tissue at the end of the 
cable, an antenna has designed. The design must maintain access to the hollow channel 
at the end to not block the field of view of the CMOS (Complementary metal–oxide–
semiconductor) imaging and illumination (Jones et al., 2019). This study is thinkable as 
lung ablation sensor that designed by using MA structure.

Figure 4. Modelled microstrip and ground structure tray (Jones et al., 2019) 

Microstrip Antenna Applications for the Type of Stomach and Colon Cancer
After breast, laryngeal,trachea/bronchus/lung cancer, stomach and colon cancer types 
have the most death ratios. Both stomach and colon cancer types have about 8% of the 
death ratio in death ratios supplied benign/malignant tumour in Türkiye (Institution, 
2020). 
At the detection of colon cancer, colonoscopy is vital. For microwave colonoscopy 
system, a compact cylindrical U-slot antenna is applied. This antenna with MA structure 
has 16 L-shaped microstrip lines with two rows. One row is for transmission and other 
is for reception. L-shaped microstrip feed point is designed to feed U-slot effectively. 
To make easily colonoscopy, antenna structures wrapped around metal cylinder like 
a camera. Of course this style is cheaper than a system with a camera. The shape of 
the antenna provides better input impedance matching when there ise human tissue. 
Antenna performance is tested in liquid phantom (Guardiola et al., 2019).  
To measure the reaction of different organ tissue, two layered printed compact dual 
polarized antenna is designed. Both horizontal and vertical polarization is maintained 
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with double layer (Sabban, 2011). To prefer double or multiple layer on the design 
of antenna structure is quite effective method. Therewithal, multiple layer assures the 
compactness of the MAs.
There are wireless capsule endoscopy systems with MAs. In this system, antennas are 
the most important element. Flexible substrate is used because of wrapping around 
the capsule. Proposed antenna type is a loop antenna. Also it is suitable for paediatric 
application (Miah, Icheln et al.,2018). Another capsule antenna structure is presented by 
differing the shape of patch (Suzan Miah et al., 2019). In this work, antenna structure is 
an ultra-wideband conformal loop antenna for the in-body transmission.

Microstrip Antenna Applications on Heart Failure Diseases
Circulatory system diseases are any conditions that affect your heart or blood vessels. 
Circulatory system is also called your cardiovascular system. It keeps blood moving in 
your body. Diseases originating from the circulatory system have the highest mortality 
rate in the world today. The biggest ratio in this rate is from heart failure diseases 
(Institution, 2020; World Health Organization, 2020). Especially coronary artery 
occlusion is vital in the development and progress of heart failures. At the early stage, 
the detection of cardiac occlusion could be able to save lots of people life. 
MAs in the detection of heart failure diseases are researching and development. A 
microstrip patch antenna has been designed at ISM (Industrial, Scientific, Medical) 
frequency band. A 3D heart model is developed by using the human tissue phantom 
receipt. This study focuses on the different patch shapes. Therefore, the performance of 
the proposed antenna is increased to detect coronary artery occlusion (Top, 2017; Top, 
Gultekin, & Uzer, 2017; Uyanik et al., 2020b). To detect heart failure at early stage, a 
compact antenna array with wideband performance is designed and tested in a study. 
The performance of the proposed antenna is tested in an artificial torso phantom. In 
the study, the proposed antenna with microstrip structure is designed as a loop antenna 
structure. So, wideband operation is provided (S.Ahdi Rezaeieh et al., 2015). Figure 5 
shows the proposed antenna structure. Wideband frequency operation ensures the fine 
resolution of reconstruction. Another study suggests a leadless pacemaker by proposing 
a prototype rectenna. They propose a dipole antenna that is planar. Proposed antenna has 
a fractal geometry that is inductively doubled with rectangular strips. Fractal geometry 
is for minimization of the antenna structure. The performance of the proposed antenna 
is tested and measured with an ovine which is alive. The results of measurements are 
successful to pace a live heart using wearable conformal antenna array (Asif et al., 
2019). Another leadless pacemaker by using MAs is suggested by differing dimensions 
of patch and ground plane (Abbas et al., 2022).
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Figure 5. The proposed antenna structure for detection cardiac occlusion at early stage (S.Ahdi 
Rezaeieh et al., 2015) 

A unidirectional and wideband antenna is proposed to image thorax. Reflector structure 
is utilized for resonance-based. Patch part is designed for reflection. So dimension of the 
proposed antenna is minimized. Multiple antenna structures could be located adjacent to 
each other with no experiencing any impedance mismatch or frequency shift. Figure 6 
shows the proposed antenna structure. It is seen from the picture that antenna structure 
provides easily transfer electromagnetic energy to thorax (Sasan Ahdi Rezaeieh et al., 2018).  

Figure 6. The proposed anten structure (left) and its return loss graph (right) (Sasan Ahdi Rezaeieh et 
al., 2018)

MAs are examined for cancer and heart failure diseases above. There are different MAs 
in the literature to produce different solution for biomedical areas. For example, wearable 
microstrip antenna is designed for detection brain cancer. Proposed antenna structure 
has small dimensions and compatible for measuring in the brain structure. Patch part is 
from pentagon shaped and ground plane is modified. This design supplies the increase 
of current flow (Raihan, Alam Bhuiyan, Hasan, Chowdhury, & Farhin, 2017). MAs is 
very preferable to detect brain cancer type (Mahmoud & Montaser, 2021; Rodrigues et 
al., 2021). 
Telemetry applications are very searchable subject in medical. So MAs are used 
frequently to apply telemetry applications (Basir & Yoo, 2019; Faisal & Yoo, 2019b; 
Wireless, 2018; Xia et al., 2020). MAs are popular antenna types for other biomedical 
applications (Alkhaibari et al., 2017; Hasan et al., 2018; Iqbal et al.,2019; Lin et al., 
2018; Nalam et al., 2014; Nesasudha & Fairy, 2018; Rahaman & Delwar Hossain, 2019; 
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Saha  et al., 2018; Shadid  et al., 2018; Xia et al., 2020; Z. J. Yang & Xiao, 2018a, 
2018b). It is possible to rise MA examples in biomedical areas.

Conclusion
When the examples are examined, the importance of MAs is come out. Ease of design of 
microstrip antennas, which was also emphasized above, provide a huge research facility/
possibility.  The variety of substrate material used in designs provides design richness. 
According to the aim of design, it is usable both robust and flexible materials. Thickness 
and dimensions of it are able to adjusted as desired. There are many companies that 
produce PCBs. On account of the situation, it could be found in desired thickness. 
The patch of MAs is able to design desire shapes. A flower, symbol, geometric shapes 
and letters are able to use. Moreover, one or more slot could make a slit in the patch 
structure. The shape of slot may differ. These differences are used for various aims. For 
example, to minimize the dimensions of antenna, to obtain wideband, ultra wideband, 
to increase the gain of antenna, to determine the directivity of antenna, to increase the 
efficiency of the antenna, to adapt the impedance matching and etc.The via used for 
antenna designs especially provides to decrease the dimensions of antenna structure. To 
minimize the antenna structure, generally via is utilized. But there is a disadvantage of 
it. Impedance matching may be a problem because of solder on ports. The ground plane 
of MAs has different shapes. Modified ground plane generally uses to obtain wideband 
or ultra wideband operations. Shape of it could be a geometric shape, letter or any other 
design. Using multiple layer called as superstrate is a different design method. Same 
or different substrate materials are designed by superimposing. It is generally used to 
increase the gain of antenna. Gain value is important because of effecting the directivity 
of antenna. Moreover, it is able to prefer for minimization and wideband operation.
MAs are possible to transform a loop or reflector antennas after designs. Similarly, the 
surface of patch is able to cover another different material for the aim of hypothesis. 
Metamaterial is another design and research subject in this area. There are several 
successful studies with metamaterial used. All of the examples and explanations are 
shown that MAs are very charming candidates for biomedical applications. Despite 
all the work, MAs continues to be developed at the moment. MAs are sometimes a 
biosensor, sometimes an implantable device and sometimes a wearable device. The 
importance of them is vital in biomedical applications.
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Concepts and Strategies for Machine Learning

Seemant Tiwari
 Southern Taiwan University of Science and Technology

Introduction
The current technological movement is paving the way for a tomorrow wherein smart 
devices, interconnected operations, and big data coexist. Machine learning helps 
the system mimic and modify people’s behavior. Utilizing machine learning, every 
connection and activity produces anything the computer could understand and use as 
knowledge every subsequent time. This digital world has created a massive amount 
of data, hastening the development of applying machine learning and methods. This 
paper introduces the data science strategy that allows machines to understand and do 
what people instinctively do: learn from the involvement. It covers the fundamentals 
of computer vision, including the concept, terminology, and implementations that 
explain when, why, and where it works. Machine - learning is an additional tool for 
overcoming issues that standard statistical models are inadequate. The technological 
upcoming of supervised machine learning and unsupervised machine learning is to 
evaluate and validate their commercial and industrial application possibilities. This 
effort’s fundamental goal is to show why machine learning is the future technology.
Machine learning is the study of creating computer programs that recognize data patterns, 
respond to changes, and improve over time. Since technology is predictable to grip 
more difficult matters as they become embedded into our everyday lifestyle, machine 
learning has evolved from becoming one of the original goals of computer programming 
to becoming essential. The broad definition of learning is the act of gaining fresh or 
altering current habits, attitudes, information, abilities, or inclinations. Institutional 
theory, functionalism, and sociological all strongly emphasize education and the person 
being; they provide knowledge on how to advance oneself or others. Unlike what 
individuals instinctively do, computers utilize data to learn through involvement. At its 
maximum elementary level, machine learning (ML) is a subset of artificial intelligence 
that allows systems to reason and acquire knowledge by themselves.
The cognitive processer perspective, commonly referred to as machine learning theory, 
seeks to comprehend the core ideas behind training as just a computer program. This 
subject aims to understand at a mathematically rigorous degree whatever talents and 
knowledge are compulsory for learning different activities efficiently and effectively 
and comprehend the essential computational concepts related to teaching algorithms 
using data and improving quality via input (Shai Shalev-shwartz, 2014). The problems 
covered by machine learning theory, which incorporates concepts through both statistical 
as well as computational theory, include:
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 • Constructing statistical models representing essential characteristics of machine 
learning thus allows one to assess the intrinsic simplicity or complexity of 
specific learning tasks.

 • We are designing machine learning methods that may be proven to match 
necessary standards and providing assurances for techniques.

 • Mathematical model examining fundamental problems like: “When can we 
be convinced regarding predicted from small dataset?” “How much strength 
may full engagement over observation add to learning?” and “What types of 
approaches can discover despite the presence of huge amounts of deflecting 
data?”

Scholars in published papers have properly defined ML. Arthur Samuel first used the 
phrase in 1967, significant machine learning (ML) as a discipline of investigation that 
permits machines to study without even being computer vision (A. L. Samuel, 1967). 
A broad range of study areas supports the multidisciplinary area of machine learning. 
Algorithmic Statistical, which primary goal is to concentrate on generating forecasts 
using computing, has a substantial relationship to the modeling of Ml algorithms. 
Additionally connected to the analytics discipline are mathematics optimization’s 
concepts, methods, and tools. Researchers are using machine learning in many different 
computing domains to create and scheme expressive methodologies with excellent 
performance outcomes, such as phishing emails filtration, social media network fraud 
protection, internet equities, encounter, and form sense, clinical issue, road prediction, 
and wind speed prediction for wind power generation, among many others.
The principal impartial of this study is to provide an outline of machine learning’s history 
up to this moment, as well as different machine learning techniques, implementations, 
and difficulties. An account of machine learning’s history, including its inception and 
advancement through the ages, is provided in this study. The research is structured as 
follows: Challenges with machine learning and data analysis are described in part 2. The 
general machine learning model is explained in part 3. Machine learning concepts are 
described in part 4. Explain the machine learning algorithm in part 5. Implementation of 
machine learning is presented in part 6. Upcoming machine learning is defined in part 7. 
Discussion is explained in part 8. Conclusion explained in part 9.
   

Challenges with Machine Learning and Data Analysis
Upon that foundation of studying and steadily gaining experience to comprehend 
the nature of the situation and the requirement for adaptation, machine learning is 
necessary for the computer to complete the job without the mediation of the user 
required proficiently.

 • Towards Basic Capability Activities: One such group of activities that can 
be carried out by machine learning must be done effectively to analyze 
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vast and complicated data sources, such as those used in remotely sensed, 
meteorology, wind power forecasting, and internet research. It is challenging 
for humans to forecast relevant data when there is a lot of data.

 • Humans undertake the following activities: Humans execute many different 
activities daily; however, the fundamental goal is to complete each one 
accurately and follow a predetermined plan. As: Voice Detection

The ability of machine learning to automatically resolve data science issues is well 
established (Chikio Hayashi, 1998). “The dictionary defines data science as a notion of 
uniting statistical, data processing, machine learning, and their technical assistance to 
comprehend and evaluate actual processes” with data.” The issue should be characterized 
appropriately before being solved to use the most effective machine learning method. A 
suitable machine learning method may be employed based on the class of problems. The 
following list of divisions is clarified: 

 • Difficulty with Anomaly Detection: This group includes issues that examine 
a trend and find modifications or irregularities in the movement. Bank 
card businesses, for instance, use anomaly-based algorithms to recognize 
variations from their customers’ typical transactional activity and issue 
notifications anytime there is an odd purchase. These issues center on 
identifying the extremes.

 • The Regression Issue: Techniques for regression serve to resolve issues 
that include multiple and numerical information. These would be typically 
applied to problems with inquiries like “what more” or “many.”

 • Reinforcement Issue: Whenever a choice must be made according to previous 
learning opportunities, reinforcement learning techniques have been used. 
Computer intelligence develops new behaviors through investigation 
interactions with a constantly shifting environment. It offers a method of 
programming machines utilizing the incentives and consequences without 
defining how the assignment will be completed. Thermostat procedures are 
a few well-known instances of reinforcement learning applications.

 • A classification issue: A classification technique is a circumstance in which 
only a limited amount of outcome classifications, such as True/False, are 
specified prior. Contingent on the amount of O/P layers, the issue might be 
binary before the multi-class cataloging model.

 • Clustering Issue: Grouping is a type of technique used in unsupervised 
classification. Such techniques attempt to recognize patterns in the 
information and create groups based on similarities in the information’s 
architecture. The various groups or categories are therefore given names. 
When such a technique is developed, it inserts previously unknown data into 
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particular clusters.

The General Machine Learning Model
ML is utilized to address various issues that call for learning algorithms. A learning 
issue has three characteristics.

 • Task categories
 • To enhance performance measurement
 • The method of expertise acquisition

Six elements comprise the entire machine learning model, irrespective of the technique 
used. Every model element has a professional task, as outlined in the following 
subsection. 

 • Data Gathering and Preparedness: The primary responsibility of the 
machine learning method is to gather and arrange data in a manner that may 
be used as algorithmic inputs. Every issue might well be addressed with a 
significant sum. Internet data is frequently unorganized and noisy, such as 
duplicated and useless data. As a result, the information must be cleansed 
and prepared in an organized fashion.

 • Featured Choice: Various factors of the information collected from the 
previous stage might not all be pertinent to the learning experience. After 
these characteristics are eliminated, a selection of the crucial traits must be 
determined.

 • Algorithms of Selection: Not every problem can be solved by every machine 
learning technique. As mentioned in the subsection above, some methods 
are better suited to a specific problem. Choosing the ideal machine learning 
technique for such a task is crucial for obtaining the best outcomes.

 • Design and parameter estimation: Most machine learning techniques 
involve early operator interaction to establish more suitable settings for 
various variables.

 • Training: The models must be developed using a subset of the database as 
training data after choosing the proper technique and model parameters.

 • Performance Assessment: In Earlier real-time applications of the organization, 
the method must be verified against hidden data to assess how much has 
been learned using numerous presentation parameters similar to accuracy, 
precision, and recall.

Machine Learning Concept
Machine learning approaches can be categorized into numerous groups based on the 
method used to develop an algorithm and the accessibility of the result during training. 
They consist of supervised and unsupervised learning (Omar Y. Al-Jarrah et al., 2015; 
Shai Shalev-shwartz, 2014).
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Supervised Learning:
Forecasting problems are supervised learning since the objective is to foresee or 
categorize the desired result. To formulate critical metrics that forecast the beginning and 
progression of various psychological diseases and suicide conduct, supervised learning 
has been used to massive data architectures that include demographics, medical, and 
social factors (Jaimiel L. Gradus, 2020; Anthony J. Rosellini et al., 2020). Additionally, 
prognosis ratings estimating a person’s likelihood of reacting to a specific treatment for 
mental illness have been created using supervised learning (Webb C. A. & Cohen Z. D., 
2020). 
It may be beneficial to use diagnostic and prognosis assessments to pinpoint those 
requiring preventative measures or specialized/intensive care. Whereas most research 
use predictors evaluated at a one-time point to produce hazard and prognosis ratings, 
several techniques incorporate recurring assessments within supervised learning 
algorithms (implementing a data format for people and time). 
Supervised machine learning creates a system that brands forecasts founded on 
information in the context of indecision. A supervised learning technique develops a 
network to produce correct estimates for reaction to new data using a current set of I/P 
information and previous replies to the information (O/P). Opportunities for supervised 
learning can be found in last data-based forecasting. The basic supervised learning 
techniques are Deep Learning, Neural Network, Classification, and Regression.

 • CNN (convolutional neural network), RNN (recurrent neural network), Auto-
Encoder, and DBN (deep belief network) are components of Deep Learning

 • MLP  (multi-layer perceptron), and PNN (probabilistic neural network) are 
components of the Neural Network

 • Decision Trees, Logistic Regression, and SVM (support vector machine) are 
components of the Classification

 • Linear Regression and SVR (support vector regression) are components of 
Regression

Unsupervised Learning
Data patterns or intrinsic properties are discovered through unsupervised learning. It is 
employed to infer conclusions from large datasets having inputs but no marked answers. 
Clustering is a much more popular unsupervised learning method (Haosen Yang & 
Robert C. Qiu, 2020; R. Zheng & J. Gu, 2019). 
Unsupervised learning relates to the challenge of identifying hidden patterns in large 
datasets and is considered a sample group learning method. The decision of sampling or 
objects to the group, the feature selection to be utilized in the grouping, the conclusion of 
a measure of similarity for comparing specimens, and the decision of a technique to apply 
are conditions for executing unsupervised machine learning. The basic unsupervised 
learning techniques are Neural Network, Clustering, and Dimensionality Reduction.

 • Neural Network includes the algorithms: RBM (restricted Boltzmann machines) 



50

Current Studies in Basic Sciences, Engineering and Technology

and Auto-Encoder

 • Clustering includes the algorithms: K-Means, Fuzzy C-Means, Hierarchical 
Clustering, and DBSCAN (density-based spatial clustering of applications with 
noise)

 • Dimensionality Reduction includes the algorithms: PCA (principal component 
analysis), LDA (linear discriminant analysis), GDA (Gaussian discriminant 
analysis), NMF ( non-negative matrix factorization)

Machine Learning Algorithm
This section discusses the best machine learning algorithms, their benefits and drawbacks, 
and application scenarios (Sandhya N. dhage & C. K. Raina, 2017; Shai Shalev-shwartz, 
2014). A couple of such processes are extensively explained in Table 1 below.

Table 1. A Couple of Such Processes
No Algorithm Definition Benefits Drawbacks Applications

1 Logistic Re-
gression

A straightforward for-
mula for simulating the 
linear relationship be-
tween I/P and category 

O/P

Easily under-
stood and ex-

plicable

Able to gener-
alize tiny, high 

dimensional 
data

Forecast for 
customer 
defection

2 Linear Re-
gression

A straightforward for-
mula for simulating the 
linear relation among 

an I/P and a continuous 
target O/P variable

More quickly 
trained than 

alternative ma-
chine learning 

techniques

Observant of 
anomalies

Share Price 
Forecast

3 Decision 
Tree

Decision Tree methods 
provide estimates by 

applying judgment rules 
to the structures. It can 
be used for regression 

or cataloging.

Accepts in-
complete data

Observant of 
anomalies

Sickness 
prognosis

4 Random 
Forests

a technique for en-
semble methods that 

integrates the results of 
various decision trees

Greater pre-
cision in 

comparison to 
other methods

Not very under-
standable

Estimating 
home values 

trends

5
Gradient 
Boosting 

Regression

Gradient Boosting Re-
gression uses raising to 
create forecasting meth-

ods from a group of 
ineffective forecasters.

Superior ef-
ficiency over 
competing 
regression 
methods

High intricacy 
and costly pro-

cessing

Estimating 
vehicle emis-

sions

6 Hierarchical 
Clustering

A “lowest part” strategy 
in which each data item 
is regarded as a separate 
cluster and the nearest 
two groups are repeat-

edly combined.

Informing is 
the generated 
dendrogram.

It May not al-
ways produce 

the optimal clus-
tering

Identification 
of scam

7 K-Means

The most common 
grouping method is 

K-Means, which estab-
lishes the K network 
created on euclidean 

distances.

Produces com-
pact clusters

Demands the 
anticipated 

number of clus-
ters from the 

start

Segmenting 
consumers
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8
Gaussian 
Mixture 
Models

A stochastic approach 
for depicting clusters 
that are evenly spaced 

out in a database

Superior out-
comes to those 

of K-means

Needs intricate 
setup

Networks of 
suggestions

Implementation of Machine Learning:
Table 2 includes a few well-known ML real-world implementations (Shai Shalev-
shwartz, 2014).

Table 2. ML Real-World Implementations

No Implementation Definition

1 Language Detection

Nowadays, the more advanced voice recognition programs use 
various machine learning techniques. For continuously modifying 
voices, dictionaries, noises, etc., different Neural Network learning 
approaches for understanding hidden Markov Models are pretty ef-

ficient.

2 Forecasting
Wind speed forecasting for wind power generation (Seemant Tiwari, 
2022). Also, various machine learning techniques are used for wind 

energy generation (Tiwari S., 2021).

3 Email Scam

Spam emails could be filtered using machine learning. The machine 
learning-founded algorithm will merely remember all the messages 
marked as junk by the client. The machine learning-based system 

would explore, analyze, and decide on the previous spam messages 
whenever a second email enters the mailbox. Incoming mail will be 
flagged as junk if it fits any of these; otherwise, it will be forwarded 

to the person’s mailbox.

4 On social networks
Internet companies, including Google and Yahoo, group websites by 

similarities using K-means grouping. Facebook evaluates updates 
conveying both positive and negative feelings using Nave Bayesian’.

5 Artificial Intelli-
gence

Machine learning is viewed as an enhanced method of resolving 
issues. Learning may be enhanced using basic and training informa-
tion with machine learning techniques, which will advance robots 

and A.I. to the next stage.

6 Healthcare Sector Numerous other medicinal balances used to assess the harshness of a 
patient have been advanced by consuming logistic regression

Upcoming Machine Learning
Addressing long-standing fundamental issues and creating new structures to reflect the 
requirements of novel machine learning techniques make up machine learning scientific 
discourse. Although it is difficult to predict where the following innovations will occur, 
there are a few subjects that one can anticipate tomorrow to hold:

 • Knowing the optimal way for a machine learning algorithm to use additional 
data, including unsupervised learning, human cues, or taught history tasks, can 
help it become more adept at acquiring new knowledge. Machine Learning 
Theory has concentrated primarily on issues with performing a function from 
labeled data. Furthermore, sort of information is frequently accessible. Large 
amounts of unsupervised learning could be available to one and could perhaps 
include valuable information.



52

Current Studies in Basic Sciences, Engineering and Technology

 • It is strengthening the links to modern economics. “Strategic” difficulties 
become more significant as machine learning-based computer products are 
utilized in the market environment. The majority of techniques and theories up 
to this point have concentrated on the scenario of a single supervised learning 
functioning in a setting that, although it could change, lacks its own goals and 
tactics. Even so, if ML algorithms are to function in environments where other 
existing algorithms predominately behave in the best interests of their users, like 
when bidding on goods or engaging in different types of agreements, then we 
truly have a fusion of computer programming and economic systems. Many of 
the underlying problems are still up for debate when these factors are combined.

 • They are creating learning techniques intending to incorporate learning into 
a more extensive network. Many machine learning techniques consider 
learning a different process and emphasize predictive performance as a metric. 
Furthermore, other concerns could surface when a machine learning technique 
is integrated into a more extensive network. Systems that include both how to 
acquire something and the procedure of choosing what to study are desirable. 
Such concerns have received significant conceptual attention, although a great 
deal is undoubtedly accomplished.

Discussion
Despite the broad range of applications of ML, there are still several difficulties. Here 
are a few of them:

 • Machine learning techniques need a lot of data presently unavailable to 
academics. Because they have accessibility to such vast amounts of data, tech 
behemoths like Facebook and Microsoft are at the front of artificial intelligence. 
In industries with scant digital information, such as finance and hospital, 
obtaining this information becomes even more challenging, making it harder to 
create reliable forecasts.

 • Scam identification: Provided an email account, the currently available expert 
systems still cannot accurately identify spam messages. In conclusion, trash is 
sent to the inbox while non-spam emails are sent to a trash archive.

 • Machine learning systems cannot yet identify things and photos. For machine 
learning approaches, this area remains accessible.

Machine learning techniques are constantly being improved and will undoubtedly 
expand in the years ahead. They are helpful in a wide range of applications, and 
substantial resources are invested in expanding the frontiers of development (Bhatia M. 
P. S., 2008). Several significant applications that are still open are:

 • For example, big data analytics and data gathering are for forecasting commercial 
market dynamics.
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 • We are analyzing natural speech, such as in search results.
 • Machine learning in the health industry (diagnostic imaging, dealing with 

medical studies, and thinking clearly of genetic information from enormous 
communities).

 • The development of future A.I. frameworks with technology advancements from 
businesses like AMD and Intel.

Conclusion
Machine Learning Theory is both a fundamental principle with numerous significant 
and captivating founding questionnaires and a subject matter of actual relevance that 
contributes to the advancement of application state-of-the-art by offering numerical 
structures for creating new algorithms for machine learning. Several brand-new linkages 
are also being made and investigated in the discipline, while new machine learning 
implementations pose interesting new modeling and research issues. It is reasonable to 
claim that the theoretical and practical applications of machine learning go well beyond 
what we can now imagine. This study presents a thorough analysis of the machine 
learning method and techniques. The goal is to comprehend the function, benefits, and 
limitations of machine learning as a technological solution.
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Introduction
Space platforms are configured based on three basic systems. The first of these is the 
ground segment, in which the ground station, command and control center and operating 
units are located, and the other is the launch center and launch vehicle, and finally the 
space segment in which the space platform or satellite is located.
The most important and decisive factor in a space platform is the payload and its 
configuration. Payloads differ, sometimes according to the mission of examining the 
physical elements of space or observing space objects, sometimes according to the 
mission of communication to transmit information. The function of a communications 
satellite is to receive signals, amplify and retransmit the received signal. All of these 
processes are carried out by the satellite’s subsystems.
Although there may be differences in the subsystems it has depending on factors such 
as mission type, mission region, mission duration, structure, in the most general sense, 
the subsystems of a space platform; It can be counted as communication, propulsion, 
telemetry, tracking, control, and monitoring (TTC&M), power, attitude control, structure, 
thermal control, and command and data handling subsystems, especially payload.
Given the vital role that satellites play in contemporary society, it is crucial to maximize 
their technological efficiency and, consequently, the rate of return for investors. The power 
system, which produces the energy required for the satellite to operate, determines the 
satellite dimensions, operating life, mission efficiency and cost depending on the useful 
payload of the satellite. In this process, reducing weight and ensuring sustainability 
are considered very important in improving the performance of power systems for the 
satellite (Keser, et al., 2017; Idare, B., 2018).
When the Sputnik-1 satellite, which is considered to be the beginning of the space age, 
was sent into space on October 4, 1957, the silver-zinc battery on it was the only energy 
source. The battery provided a total of 1 W of power to the two signal transmitters on 
the satellite. At the end of 3 weeks, signal reception from the transmitters ended with the 
depletion of the battery (Hyder et al., 2003). Today, the International Space Station, with 
32800 solar cells and a total power generation capacity of 248 kW, continues its activities 
in the space environment as a science center where scientists from many nations conduct 
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space studies. While the amount of power needed in the first satellite in 1957 was 1 watt, 
the power requirement of the space platforms designed today has increased to hundreds 
of kW, enabling the design of different power systems in solar, thermal, nuclear and 
chemical structures that can meet the energy needs of these amounts.
While the power systems are being designed, besides the energy needed by the space 
platform, the power system through which this energy will be provided is equally 
important, and the main factor determining this is the mission area of the space platform. 
Because the primary power source for a spacecraft designed for deep space missions 
will be a nuclear power-based power system, while the primary power source for a 
space platform in earth orbits is likely to be photovoltaic systems.
The system that manages the process from the production of the energy determined for 
the payload and carrier system of the satellite to the distribution in a controlled manner 
is the satellite power system. 

Spacecraft Power Subsystem
A spacecraft power subsystem usually consists of 3 basic components; primary and 
secondary power sources and a power control/distribution unit. These items are shown 
schematically in Figure 1.

Figure 1. Schematic representation of the power system elements of a spacecraft (Fortescue et al., 2011)

The primary power system converts a fuel into electrical energy. In the first spacecrafts, 
the electrical energy was provided by batteries. Batteries doesn’t convert a fuel into 
electrical energy, only use stored energy. In today’s spacecrafts, solar cells are often 
used as the primary power system. While fuel cells are used as the primary power source 
in short-term manned space missions, fuel cell-solar cell hybrid systems are used if the 
mission period is longer. Hydrogen and oxygen molecules are combined to produce heat 
and water as the outcome of the reaction in the fuel cells. While the heat can be used to 
generate electricity, the water can be used for the needs of astronauts in spacecraft during 
the space mission. Nuclear powered systems use either a radioactive decay process (for 
RTGs) or a nuclear fusion process as their energy source. While RTGs benefit from the 



57

Current Studies in Basic Sciences, Engineering and Technology

thermoelectric effect, fusion reactors operate in a similar way to nuclear power plants 
on the world (Bennett, 1995). Figure 2 shows the cycle of the energy produced by the 
primary power systems and its transmission to the related units with the power control/
distribution network.

Figure 2.. Power generation-distribution cycle (Hyder et al., 2003).

The secondary energy source is used to store the converted electrical energy and 
distribute the energy to the spacecraft subsystems and its payloads in the absence of a 
primary energy source. For instance, secondary batteries are used when a solar powered 
spacecraft/satellite stays in the dark side of its period and primary power systems are not 
functional. Table 1. shows the specifications of some battery types used as secondary 
power systems.The power control and distribution system regulates the load-voltage 
values and distribute electrical energy to all spacecraft subsystems.

Table1. Secondary Batteries And Their Specifications (Hyder et al., 2003)

Silver Zinc Nickel Cadmium Nickel Hydrogen

Energy Density
(W.h/kg) 90 35 75

Energy Density
(W.h/dm3) 245 90 60

Oper Temp (ᵒC) 0 – 20 0 – 20 0 - 40

Storage Temp 
(ᵒC) 0 – 30 0 – 30 0 – 30

Dry Storage 
Life 5 years 5 years 5 years

Wet Storage 
Life 30 – 90 days 2 years 2 years

Max cycle life 200 20.000 20.000

Open circuit 
(V/cell) 1,9 1,35 1,55

Discharge (V/
cell) 1,8-1,5 1,25 1,25

Charge (V/cell) 2,0 1,45 1,50

Manufacturers

Eagle-Pitc-
her,

Yardney Te-
chnical Prod

Eagle-Pitcher, 
Gates Aerospace 

Batteries

Eagle-Pitcher, 
Yardney, Gates, 

Hughes
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Primary Power Systems
The primary energy system converts a fuel into electrical energy. In the first spacecrafts, 
only batteries were used as the power source and thus there were no conversion process. 
Batteries doesn’t convert any energy source to electrical energy, only use the stored 
energy inside. Later, with the developing technology, the use of fuel cells, photovoltaic 
and nuclear power systems in space missions had become widespread. Different primary 
power systems are shown in Figure 3. As clearly seen on the figure, photovoltaic and 
nuclear power systems are the most suitable power systems for spacecraft and satellites.

Figure 3. Primary power systems and their lifetime (Miller et al.)

Although they are named differently in different references, in the most basic sense, 
primary power systems can be listed as in Figure 4.

 
Figure 4. Primary power systems 

Primary Batteries
Primary batteries convert chemically stored energy into electrical energy. The difference 
between primary and secondary batteries is that while the secondary batteries are used 
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to store the electrical energy produced in the primary power systems, primary batteries 
are the only power generation system in the spacesraft and the energy capacity of the 
spacecraft is limited with the energy stored in the primary battery. Battery types used as 
primary batteries and their properties are shown in Table 2.

Table 2. Primary Batteries (Miller et al.)

Silver zinc Lithium sul-
fur dioxide

Lithium carbon 
monofluoride

Lithium thionyl 
chloride

Energy Density
(W.h/kg) 130 220 210 275

Energy Density
(W.h/dm3) 360 300 320 340

Op Temp (ᵒC) 0 – 40 -50 – 75 ? - 82 -40 - 70

Storage Temp (ᵒC) 0 – 30 0 – 50 0 – 10 0 - 30

Storage Life
30-90 days 

wet,
5 years dry

10 years 2 years 5 years

Open circuit voltage 
(V/cell) 1,6 3,0 3,0 3,6

Discharge voltage 
(V/cell) 1,5 2,7 2,5 3,2

Manufacturers
Eagle-Pitc-

her,
Yardley

Honeywell, 
Power Conver Eagle-Pitcher Duracell, Altus, 

ITT

The first use of primary batteries dates back to Sputnik-1, which was sent into space 
by the Soviet Union in 1956. The functional life of Sputnik-1 ended with the discharge 
of the Silver-Zinc type primary batteries, since there was no other power system to 
support these batteries in the spacecraft. In the early stages of space studies, Silver-Zinc 
batteries were preferred, Nickel-Cadmium batteries were used for the next 20 years, and 
Nickel-Hydrogen and Lithium-Ion batteries have been used since the 1980s (Hyder et 
al., 2003).

Fuel Cells
The fuel cells shown in Figure 5 have been used as the primary power system, especially 
in space shuttles and manned space missions. Hydrogen and oxygen molecules are 
combined in electrochemicals in fuel cells resulting in water and electrical energy as 
the outcome of the reaction. It is especially designed for manned space missions, and 
hybrid power systems with photovoltaic-fuel cells are used in these missions. The water 
resulting from the electrochemical reaction can be used to meet the water needs of 
astronauts. Due to the necessity of carrying fuel, a fuel cell has limited duty time, heavy 
weight and needs a large storage area. Contrary to solar cells, a fuel cell is not affected by 
the external environment, since it is a closed system, It provides opportunity to produce 
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electrical energy both in the sun-exposed period and in the dark period of the orbit.

Figure 5. Schematic representation of a fuel cell (Fortescue et al., 2011)

Nuclear Power Systems
There are many nuclear power systems that have been used effectively in space studies 
for both power generation and heating since 1956. The basic principle of nuclear power 
systems is to generate electrical energy with different methods by making use of the heat 
emitted by the radioisotope material.
Radioisotope Thermoelectric Generators (RTG)
Space and terrestrial power applications using radioisotopes have been in use since 
1956. RTGs are the most effective power generation devices, especially for deep space 
and planetary missions (Keser et al., 2019).

Figure 6. Working principle of a thermoelectric generator module (Twaha et al., 2016)

The Radioisotope Thermoelectric Generator is basically a device that produces electrical 
energy from the heat emitted by the radioactive material inside, based on the Seebeck 
effect method. Figure 6 shows the working principle of a thermoelectric generator 
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modüle. NASA uses Plutonium 238 as the radioactive heat source in most of the RTGs 
it produces. While the heat inside RTGs are around 1000˚C, heat transfer elements are 
used for cooling and removing the heat. Silicon-Germanium (SiGe) is the most suitable 
material for use in RTGs, which operate at such high temperatures with a relatively low 
efficiency of 6.6% (Fagas et al., 2016). Figure 7. shows the structure of an RTG.

Figure 7. Schematic representation of a Radioisotope Thermoelectric Generator (RTG) 
(Pisacane, 2005)

Space and terrestrial power applications using radioisotopes have been in use since 1956. 
SNAP-3, one of the first devices developed in this context, was first introduced in 1959. 
SNAP-3 was the size of a bunch of grapes, weighed 1.8 kg, had a power of 2.5 W and 
was capable of producing 11.6 kW/h of energy in a 280-day period. A Nickel-Cadmium 
battery that can provide the same amount of energy should weigh 315 kg. SNAP-3 used 

210Polonium alpha emitter isotope as its heat energy source (Raghep, 2012). A total of 
45 RTGs in the USA have been used in 26 spacecraft designed for NASA’s LEO orbit, 
missions on the Moon and Mars surface, and research-exploration missions on near-far 
planets for different missions of NASA.
RTGs are often used in deep space exploration and interplanetary missions. However, 
it is not cost-effective compared to solar cells and has many problems. RTGs operate 
at very high temperatures (about 1000°C) resulting in material problems, limiting the 
operational life of the spacecraft. Another important problem is that RTGs use radioactive 
materials as fuel, which is a very expensive, rare and dangerous material. These problems 
result in complex security restrictions and costly ground handling procedures. These 
factors make the costs of RTGs tens of times more expensive than solar cells, and this 
limits the use of RTGs to areas where solar cells cannot be used (Pisacane, 2005).
RTGs are not only used to generate energy, but also to protect the electronics, opto-
electronics and other systems on the spacecraft from extremely low temperatures of deep 
space. By directing the waste heat emitted by the nuclear fuels in the RTGs to the related 
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devices, this problem can be solved with the waste heat energy of the RTGs without 
the need to use extra energy to heat these devices. RTGs are available in miniature size 
versions manufactured for heating purposes only. These miniature devices called LW-
RHU (Low-Weight Radioisotope Heater Unit) have been used many times in spacecrafts 
designed especially for deep space missions by the USA (Summerer, 2006).
Nuclear Fusion Power Systems
It works on the same principle as the nuclear fusion systems used on earth. It has been 
used in spacecraft and deep space missions where high power requirements are required. 
Uranium-235 is used as a radioactive material. They were mostly used by Soviet Russia 
and are not used today.
Radioisotope Thermophotovoltaic Power Systems
Although RTGs have been used in many space missions by the USA and Russia, their 
efficiency is very low compared to photovoltaic and other primary power systems. The 
main reason for the low efficiency of RTGs is that the efficiency of the SiGe thermoelectric 
modules inside RTGs are between 5-10%. Today, studies are carried out on different 
designs to solve the low efficiency problem of RTGs. One of the most striking one of 
these studies is the Radioisotope Thermophotovoltaic Generator (RTPVG), which is 
seen in Figure 8. While the efficiency of thermoelectric modules that determine the 
efficiency of RTGs is between 5-10%, the efficiency of thermophotovoltaic (TPV) 
modules that determine the efficiency of RTPVGs is 20-25% (Wernsman et al., 2004) 
and has the potential to increase up to 40% (Datas, 2015). It has been seen as a potential 
primary power system to replace RTGs.

Figure 8. Radioisotope Thermo-Photovoltaic Generator (RTPVG) demonstration (Wang et al., 2015)

Radiozotope Thermophotovoltaic Generator (RTPVG) power systems were first 
introduced in the mid-1990s as an alternative system to RTGs and as a power system 
that could reach a power/mass ratio of 15 W/kg. This ratio means that it has a 3-5 times 
higher power/mass ratio than RTG and its derivatives (MMRTG(2.8 W/kg), GHPS-
RTG(5.1 W/kg)). In line with this data, NASA started the first RTPVG project in 2003, 
25 series-connected InGaAs TPV cells were used in the first prototype, and 50 watts 
of power was planned to be generated from a 250 watt heat source. In this context, 
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the targeted efficiency was around 18-20% and the power/mass ratio was 17 W/kg, 
but the data obtained were far from these values. With the developing technology and 
production techniques over time, InGaAs TPV cells which has 20% efficiency have 
been produced (Datas et al., 2017).

Solar Power Systems
Solar power systems generate electrical energy by utilizing the thermal or photovoltaic 
properties of solar energy. While photovoltaic energy conversion is available in solar 
cells, solar dynamic and solar thermal systems intensify solar energy and take advantage 
of its thermal properties.
Air Mass Coefficient (AM) and Solar Spectrum
The air mass coefficient is used to determine the solar radiation spectrum at the targeted 
point after the sun’s rays move in and out of the atmosphere (in space). The most common 
use of the air mass coefficient is to provide standardizations in order to determine the 
efficiency of photovoltaic cells. It is usually symbolized by the abbreviation AM followed 
by numbering formats. While determining the efficiency of photovoltaic cells produced 
for use on earth, the value AM1.5 is the most used air mass coefficient. The AM0 value 
is always used when determining the efficiency of photovoltaic cells designed for use 
in artificial satellites and other space platforms. As shown in Figure 9., the determining 
factor in determining AM values   is the incidence angle of the sun’s rays to the earth. 
Accordingly, the AM value is determined as follows:

   1/ cosAM θ=          (1.1)

As shown in Figure 9, the angle Ɵ is the angle between the point reached by the sun’s 
rays and the surface normal (zenith). The AM value is calculated using the Ɵ angle, 
and according to the AM value, the solar radiation intensity (W/m2) and solar radiation 
spectrum can be reached in the region where the sun’s rays fall, as shown in Table 3.

Figure 9. Relationship between AM values and incidence angle of sun rays

Outside the atmosphere, the solar radiation value in outer space is expressed by AM0 
and is 1366 W/m2. AM values according to the angles of reaching the earth and radiation 
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values are shown in Table 3.

Table 3. AM values table

Incidence angle AM Standard Solar radiation intensity (W/m2)

- 0 ASTM E-490 1366,1

0° 1 1040

48.2° 1.5 ASTM G-173-03 1000,4

60° 2 840

75° 3.8 620

90° 38 20

As shown in Table 3, while the solar radiation intensity is 1000 W/m2 in AM1.5, which 
is accepted as the common value for the sun rays reaching the earth, the intensity of 
sunlight emitted in space (AM0) is approximately 1.36 times of this value. Figure 10 
shows the solar spectrum of solar radiation at different AM values. As seen in the solar 
spectrum, 5% of the sun’s rays are in the ultraviolet (0-400 nm), 43% in the visible light 
region (400-700 nm), and 52% in the infrared region (700-2600nm) (Kruse et al., 2006).

Figure 10. Solar spectrum of solar radiation values for different AM values (Gueymard, 2004)

Solar Cells (Photovoltaics)
Photovoltaic energy systems are energy conversion systems in which electromagnetic 
waves in the part of the visible light spectrum of solar spectrum are converted into DC 
current with semiconductor materials having photovoltaic effect. Photovoltaic energy 
conversion is explained and illustrated in Figure 11 (Apostoleris et al., 2018).
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Figure 11.1. The operating principle of a photovoltaic cell: valence-band electrons in a semiconductor 
are excited to the conduction band by the energy of incident photons. Conduction band electrons and 

valence band holes are separated by a PN junction, causing current to flow through the external circuit 
(Apostoleris et al., 2018)

Figure 11.2. Interaction of photons of different energies with a PV cell: photons with energy below the 
band gap are transmitted; those with energy above the band gap create a carrier pair by promoting an 
electron, but the difference between the photon energy and the band gap becomes heat (Apostoleris et 

al., 2018)

In space studies, solar cells were first used in 1958 on the Vanguard and Sputnik-3 
spacecrafts. The first solar cells used in space studies were of monocrystalline silicon 
structure and had an efficiency of approximately 10% (Kalogirou, 2017). Although the 
efficiency of these cells increased to 14% and above with the developments in silicon 
solar cell technology in the 1960s-1970s, Ga-As solar cells which were developed in the 
early 1960s and had lower efficiencies (11%) were mostly preferred in space studies due 
to their stability at high temperature and radiation. 
Today, in parallel with the studies carried out in the field of photovoltaics and space, 
great developments have also been achieved in the field of space-qualified solar cells. 
Multilayer space-qualified solar cells with 28-32% efficiency have been used in many 
space platforms.
CPV (Concentrated PV) cells which have been produced within the scope of studies on 
multilayer solar cells also offer high efficiency energy conversion in lower PV cell areas 
compared to solar cells. As shown in Figure 12., solar energy concentrated up to 1000x 
by optical systems focuses on CPV cells, providing the opportunity to produce electrical 
energy at high power density. The efficiency values of CPV cells reached 44%. It is 
considered that they have a high potential for use in space platforms due to their low 
cost and high efficiency power generation in lower cell areas (Keser et al., 2019).
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Figure 12. CPV cell power generation (Selimoğlu, 2013)

Solar Dynamic Power Systems
In these systems, high heat is obtained by concentrating sunlight on the receiver. Electric 
energy is obtained by circulating the gas/liquid heated by the heat obtained on the circuit. 
Studies have shown that it is 25% more efficient than photovoltaic solar cells. With such 
systems, it is possible to produce electrical energy up to 25 kW. Although studies on this 
subject have been carried out by NASA, it has not yet been used in a real space mission.

Figure 13. Solar dynamic Brayton cycle (Fortescue et al., 2011)

Figure 13 shows a solar dynamic Bryton cycle designed by NASA for use on the 
International Space Station. While the International Space Station was being built, it 
was designed to replace the 75 kW output solar cells currently in use with two 25 kW 
solar dynamic Bryton cycle power systems. Helium and Xenon gasses would be used in 
the cycle, and a temperature of 1042ºK would be achieved there by focusing the sunlight 
on the receiver with the concentrators. However, the project could not be implemented 
due to high cost and budget constraints (Fortescue et al., 2011).
Solar Thermophotovoltaic Power Systems

Figure 14. Solar thermophotovoltaic power system diagram (Hyder et al., 2003)

As shown in Figure 14, the sun rays are concentrated on the receiving system, resulting 
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in a temperature of over 1000˚C in the thermal storage. With the temperature obtained, 
the emitter material emits infrared radiation, and the infrared rays emitted reach onto 
the photovoltaic cells selected in accordance with the emitted wavelength, and electrical 
energy is obtained from there.
Although solar thermophotovoltaic power systems (STPVG) have not been used in a real 
space mission, it has shown that it can be among the future space power systems with its 
high efficiency and low weight. A typical photovoltaic power system consists of solar 
cells and a battery pack. A satellite in LEO orbit spends approximately 30 minutes of 
each orbital period in the dark side. While in the dark part of the period, the satellite uses 
energy stored in secondary batteries. For this reason, instantaneous energy production at 
least one and a half times the instantaneous need is mandatory in power systems working 
with solar cells. The most striking feature of thermophotovoltaic power systems is that 
they continue to produce energy in the dark part of the orbit. In this way, they do not 
need extra energy production or a secondary battery group to store the energy produced, 
as in solar cells. Thanks to these advantages, it is possible to design power systems that 
are up to 20% more efficient than solar cells (Hyder et al., 2003).
While factors such as high efficiency, low cost and high production and supply network 
in market conditions can be shown as the main reason for the preference of solar cells in 
all space platforms designed for orbital missions, factors such as being affected by harsh 
space conditions, low operating temperature range, and high volume-mass ratio. There 
are also negative aspects. On the other hand, the only reason why RTGs are preferred in 
planetary and deep space missions despite their safety problems and very low efficiency 
values   is that they are the only primary power system that can actively produce power 
in the harsh conditions of the region where they are operating. However, due to the 
high potential of TPVGs, which have not yet been used in a real space mission, to be 
the primary power system of the future, there are findings in the relevant literature that 
innovative power systems should be designed for application (Wernsman et al., 2004; 
Datas, 2015; Wang et al., 2015).
In this context, in a study carried out to investigate the designability of a TPVG-based 
power system for space applications that can eliminate the negative aspects of existing 
primary power systems, studies to develop the designs of TPVG power systems, which 
are considered to be the primary power system of the future for space platforms, and the 
availability of these power systems in space platforms has been researched.
As seen in the references, the information presented in this section was obtained from 
the previous studies by the authors and other literature, and with a general evaluation, 
the introduction part of a postgraduate study in this field (Bulat, B; 2021) was used.

References
Apostoleris H., Stefancich M., Chiesa M., 2018, Concentrating photovoltaics (CPV): 

the path ahead, Springer.

Bulat B., 2021, Designing a thermophotovoltaic power system for space platforms, 



68

Current Studies in Basic Sciences, Engineering and Technology

Master Thesis in Electrical and Electronics Engineering, The Graduate School 
of Natural And Applied Science, Necmettin Erbakan University, Konya, Türkiye.

Bennett G., 1995, Summary of the US use of space nuclear power, ESA SP 369, 163–
169.

Datas A., 2015, Optimum semiconductor bandgaps in single junction and multijunction 
thermophotovoltaic converters, Sol. Energy Mater. Sol. Cells, 134 275–290.

Datas A., Marti A., 2017, Thermophotovoltaic energy in space applications: review and 
future potential, Solar Energy Materials & Solar Cells, 161 285–296.

Fagas G., Gammaitoni L., Paul D., Berini G.A., 2014, “ICT –energy concepts towards 
zero–power information and communication technology”, pp 211-212.

Fortescue P., Swinerd G., Stark J., 2011, Spacecraft Systems Engineering (Aerospace 
Series), Wiley.

Gueymard C.A., 2004, The sun’s total and spectral irradiance for solar energy applications 
and solar radiation models, Solar Energy, vol. 76, 423-453.

Hyder A. K., Wiley R. L., Halpert G., Flood D. J. and Sabripour S., 2003, Spacecraft 
power technologies, Imperial College Press, London.

Kalogirou S., 2017, McEvoy’s handbook of photovoltaics, Third Edition, Fundamentals 
and Applications, Elsevier Science Academic Press

Keser, O. F., Yenisoy, A., Idare, B., 2017. Development of Space Qualified Microlens 
Arrays for Solar Cells Used on Satellite Power Systems. Sakarya University 
Journal of Science, 21(4), pp. 627-635. 

Keser O. F., Bulat B., Idare B.,  Okan A., 2019, The Usability of PV-TEG Hybrid Systems 
on Space Platforms, IEEE, 22 July 2019, DOI: 10.1109/RAST.2019.8767785, 
https://ieeexplore.ieee.org/document/8767785.

Keser O. F. and Idare B., 2019, Concentrated Photovoltaic Solar Power Investigation in 
Space Application, 978-1-7281-3789-6/19, IEEE.

Keser, O. F., Idare, B., “Designing Anti-Reflective Microlens Arrays for Space Solar 
Cells” Solar Energy Materials and Solar Cells, ISSN:0927-0248, 200, 15 Sept. 
(2019) 110003

Miller D.W. and Keesee J., 2012, Spacecraft Power Systems.

Pisacane, V.L., 2005, Fundamentals of space systems’ (2nd Edition), Oxford University 
Press.

Raghep M., 2012, Radioisotope power generation, NPE Chapter 3.

Selimoğlu O., 2013, Design and realization of a new concentrating photovoltaic solar 
energy module based on lossless horizontally staggered light guide, PhD Thesis, 
Physics Dept. Middle East Technical University.

Summerer L., 2006, Technical aspects of space nuclear power sources.

Twaha, S.,Zhu, J., Yan, Y., Li, B., 2016, A comprehensive review of thermoelectric 
technology: materials, applications, modelling and performance improvement, 
Journal of Renewable and Sustainable Energy Reviews.

Wang X., Chan W.R., Stelmakh V., Soljacic M., Joannopoulos C.D., Celanovic and 



69

Current Studies in Basic Sciences, Engineering and Technology

Fisher P.H., 2015, Prototype of radioisotope thermophotovoltaic system using 
photonic crystal spectral control, Journal of Physics: Conference Series 660 
(2015) 012034.

Wernsman B., Siergiej R.R., Link S.D., Mahorter R.G., Palmisiano M.N., Wehrer R.J.,  
Schultz R.W., Schmuck G.P., Messham R.L., Murray S., Murray S.C., Newman 
F., Taylor D., DePoy D.M., Rahmlow T., 2004, Greater than 20% radiant heat 
conversion efficiency of a thermophotovoltaic radiator/module system using 
reflective spectral control, IEEE Trans. Electron Devices 51 (3) 512–515.

About the Authors
Omer Faruk KESER, He is a professor, Head of Department and senior researcher 
at Konya Necmettin Erbakan University, Department of Aerospace Engineering. He 
held academic positions at different universities in Turkey and made great contributions 
to the ongoing technological academic development in the region as the Regional 
Coordinator of TUBITAK - Turkish Scientific and Technological Research Council. 
He was the Coordinator of the OPMER Precision Optical Systems Development 
Laboratory, which was established to develop Satellite Camera Optics at the TUBITAK 
Space Technologies Research Institute, where the communication satellite Turksat 6A, 
which will be launched in 2023, and the observation satellite IMECE were developed 
locally and nationally. His main research areas are satellite power systems, wireless 
power transmission technologies, electromagnetism, physics, space environment, 
satellite technologies and space applications. He also has academic studies published in 
various national and international respected journals.
E-mail: ofkeser@erbakan.edu.tr, ORCID: 0000-0003-1138-4815

Bayram BULAT, is a staff officer representing Türkiye at NATO AEW&C Force 
Headquarters in Germany. He graduated from the Air Force Academy and started to 
work as an air traffic controller in Ankara. In August 2020, he was promoted to captain 
rank and assigned to NATO AEW&C Force Headquarters in Germany as an operations 
planning officer. In December 2021 he completed his master thesis in the field of 
spacecraft power technologies and had the degree of master of science in electrical 
and electronics engineering. His main research interests are spacecraft power systems, 
semiconductors and energy harvesting.   
E-mail: bayram.bulat@gmail.com, ORCID: 0000-0002-5938-2942

Similarity Index
The similarity index obtained from the plagiarism software for this book chapter is 8%.

To Cite This Chapter:
Keser O. F.,  Bulat B.(2022). Spacecraft Power System Technologies, In S. Kocer, O. 
Dundar (Eds .), Current Studies in Basic Sciences Engineering and Technology (pp. 
55–69). ISRES Publishing.



70

Current Studies in Basic Sciences, Engineering and Technology

Vehicles of the Near Future: Driverless Autonomous Cars 

Tarık UNLER 
Necmettin Erbakan University

Introduction
With the development of technology, many institutions and organizations from 
automobile manufacturers, electronics, software industry and universities are working 
very seriously on autonomous driving systems, which are seen as the technology of the 
future. These institutions and organizations continue to make highly automated vehicle 
prototypes and road tests, whose capacities are rapidly developing due to the development 
of advanced sensor processing technologies, adaptive algorithms, and high-definition 
mapping systems. Autonomous vehicles perform tests in the United States almost 
exclusively in autonomous driving mode. These vehicles make long-distance highway 
and arterial trips in Europe and Japan (Vanderblit, 2012). In addition, the effects caused 
by reasons such as safety concerns in traffic, the high number of property damage and 
fatal accidents, environmental effects, technological developments and the increase in 
comfort expectations lead to a revolutionary change in personal transportation vehicles, 
which have an important place in our daily lives (Tastan & Kaymaz 2017).. These reasons 
also play a major role in the development of autonomous vehicles. Autopilots are used 
today to perform very different autonomous driving operations for aircraft, since air 
traffic is much more convenient than ground traffic in aircraft. These systems, which 
make almost less errors than a pilot in terms of error rate, continue to be developed very 
widely. As in the weather example, the production of vehicles capable of autonomous 
driving is of great importance in order to prevent accidents, especially by preventing 
driver errors. The heavy ground traffic compared to air traffic has many problems 
such as physical obstacles and pedestrians. Especially as the processing capacity and 
speed of the controllers to be used in this regard increased, the problems that were 
seen as difficult before started to be solved one by one. Being able to determine the 
traffic signs provides a serious convenience in the decision-making mechanisms of 
the estimation of the object approaching the vehicle (pedestrian, animal, vehicle, etc.). 
Developing applications in image processing methods and developing platforms at the 
same time indicate that autonomous vehicles will be very common in our lives in the 
near future. Especially thanks to real-time image processing, it allows to make instant 
and fast decisions. In addition, with the developing LIDAR and RADAR technologies, 
approaching or moving objects can be detected. Thus, the danger is detected in advance 
and necessary precautions are taken. It is predicted that autonomous vehicles will have 
an important place in our lives in the near future due to the advancement of technology 
and the comfort and safety concerns of people.



71

Current Studies in Basic Sciences, Engineering and Technology

History of Autonomous Vehicles
Since at least the 1920s, automatic driving systems (ADS) have been the subject of 
tests, with actual implementation starting in the 1950s. Japan’s Tsukuba Mechanical 
Engineering Laboratory created the first fully automated automobile in 1977. The car 
used an analog computer for signal processing and two cameras to understand the white 
street signs. The vehicle, which was supported by an elevated track, could travel up to 
30 km/h (19 mph) (McAleer, 2017). The Navlab and ALV projects at Carnegie Mellon 
University, funded by DARPA, began in 1984, and the EUREKA Prometheus Project 
at Mercedes-Benz and the Bundeswehr University Munich, funded by EUREKA, 
began in 1987. These projects marked the beginning of the emergence of autonomous 
prototype cars in the 1980s. The ALV demonstrated off-road driving in both daylight 
and darkness in 1987, as well as two-lane highways that were 31 kilometers (19 mph) 
long and obstacle avoidance in 1986. Since the 1960s and up to the second DARPA 
Grand Challenge in 2005, automated vehicles have been on American roads. All three 
of DARPA’s funding partners the US Army, US Navy, and US Department of Defense 
have helped advance research on controls, speed-boosting sensors, and performance 
in increasingly demanding, quick-changing environments. Research organizations and 
system firms have produced prototype. In 1991, the United States allotted $650 million 
for research on automating by combining embedded automation and automation, as 
well as research on the National Highway System, which uses automobiles on highways 
to show how automation technology works with highway infrastructure and highway 
driving. The initiative concluded in a successful demonstration in 1997, but it lacked 
the clear guidance and funding necessary to put the system into practice on a bigger 
scale. The Carnegie Mellon University Navlab traveled 4,584 km (2,848 mi), 4,501 
km (2,797 mi), or 98% autonomously throughout the United States in 1995. This work 
was partially funded by the National Automated Highway System and DARPA. During 
Navlab’s 2015 visit to 15 states, when Delphi drove an Audi powered by Delphi and 
created a 5,000 km record, its accomplishments were 99% unmatched. (Hawkins, 2017).
The newest A8 will be automated utilizing “Audi AI” at speeds up to 60 kph, according 
to a 2017 statement from Audi (37 mph). Instead of regularly grasping the steering 
wheel, the driver wouldn’t need to do safety checks. In addition to using cameras and 
ultrasonic sensors, the Audi A8 is thought to be the first production vehicle to reach level 
3 automatic driving. Audi would also be the first automaker to deploy laser scanners. 
Waymo said in November 2017 that it has started testing a driver who was unreliable 
when not in the driver’s seat, but there was still an employee in the car. Waymo stated 
in October 2018 that its test vehicles have covered 10,000,000 miles (16,000,000 km) in 
automated mode. (Balzer, 2002).
With the development of sensor technologies in recent years, the development 
and commercialization of vehicles has accelerated. Technically speaking, different 
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autonomous features are available in vehicles produced in the market in recent years. 
Vehicles with many autonomous driving features such as cruise control, lane tracking 
system or following the vehicle in front are frequently seen in traffic. It is clearly seen 
that the vehicles with only one of these features or a few different ones will be seen 
frequently in the traffic in the coming days.

Main Sensors Used in Autonomous Driving
The effectiveness of sensor fusion and the use of cutting-edge applications directly relates 
to the success of autonomous driving applications. The employment of algorithms in 
sensor fusion will significantly lower the error rate. Internal sensors that monitor things 
like location, speed, acceleration, and motor torque gather data about the actual device. 
Cameras, range sensors (such as infrared, laser, and ultrasonic), proximity sensors (such 
as photo diode detectors and touch sensors), and force sensors are examples of external 
sensors that gather environmental data and transfer it to the decision unit (CPUC, 2020). 
It is a sensor that is employed. Figure 1 depicts the general architecture for autonomous 
driving in autonomous vehicles.

Figure 1. Basic Block Diagram for Autonomous Driving (Hussain &. Zeadally,2018)

The basic sensors required for autonomous driving, their measuring ranges and their 
positions on the vehicle are shown in Figure 2.

Figure 2. Basic Sensors Required for Autonomous Driving and Their Placement on the Vehicle 
(Hussain &. Zeadally,2018)
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The following five sensors are basically used in an autonomous driving:
 • Camera
 • RADAR
 • LIDAR
 • IMU((Inertial measurement unit)
 • GPS(Global Positoning System)

Camera
For manufacturers that implement many autonomous driving applications, the camera is 
an indispensable part. In fact, some manufacturers only use cameras in their applications. 
When choosing cameras, basically three important comparison features should be 
considered. (Trommer,2017) The first property, resolution, is the value that specifies the 
number of dots or pixels in an image. Resolution is the most basic way of determining 
the quality of the image. (Dawson,2017) The higher the resolution, the higher the image 
quality will be. Figure 3 shows a high resolution camera.

Figure 3. High Resulotion Camera

Field of view is what the eyes see both directly in front of and around them when 
viewed from a fixed point. This feature can be changed with lens selection and zoom. 
Another important metric is dynamic range, expressed as the difference in light between 
the brightest and darkest areas in an image. The wide dynamic range makes it easier to 
perceive the image for autonomous vehicles, especially in different lighting conditions 
encountered during night driving. There is an important ratio between the choice of 
cameras and lenses between the field of view and the choice of resolution. When it is 
desired to increase the wide field of view, it is necessary to increase the resolution in 
order to perceive the same quality due to the fewer pixels that absorb light from a certain 
object (Grush, 2016). The above factors should be taken into account when choosing the 
camera, which is the most important part of autonomous driving.
RADAR (RAdio Detection and Ranging)
With the development of technology, RADAR (RAdio Detection And Ranging) is used 
in many areas besides military fields today. (Ünler & Seyfi, 2022). Radars are generally 
used for distance measurements for autonomous vehicles. RADAR uses radio waves to 
measure distance. Radio waves travel at the speed of light and have the lowest frequency 
of the electromagnetic spectrum. RADAR covers long distance measurements and can 
detect large objects in the environment well. Since it uses magnetic waves, it is not 
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affected much by adverse weather such as precipitation and snow. RADAR is selected 
based on key features such as detection range, field of view, position and velocity 
measurement accuracy. (Lawson,2018). Figure 4. show a 24 Ghz 100m range RADAR.

Figure 4. 24 Ghz RADAR

Unlike ultrasonic sensors, since they have the ability to measure at much longer distances, 
they can also ensure that the danger is detected from a distance. It has also made good 
use of RADAR systems and vehicle-to-vehicle communication in the autonomous 
vehicle industry, leading to advances such as adaptive cruise control and emergency 
braking.(Trommer,2017)
LIDAR, which has the same measurements as radar, can make erroneous measurements, 
especially in bad weather conditions. Effects such as attenuation and reflection in 
camera or LIDAR data need to be considered. These make detection methods erroneous 
in estimating object locations (Montemerlo, 2008). Considering the characteristics of 
RADAR and LIDAR sensors, RADARs are of great importance for autonomous vehicles 
in order to reduce erroneous measurements in bad weather conditions. In addition, 
RADARs provide great advantages when long distance measurements are needed.
LIDAR (Laser Imaging Detection and Ranging)
LIDAR (Laser Imaging Detection and Ranging) sensors are devices for measuring 
distance by emitting Laser light. In terms of distance measurement, they work with the 
same logic as RADARs that emit EM waves. Instead of the radio waves used in radar 
sensors, LIDAR makes distance measurements using laser pulses. Data collected from 
sensors is used to create highly detailed 2D and 3D maps of the environments around 
us. LIDAR sensors send between 50,000 and 200,000 pulses per second to cover an area 
and compile the returning signals into a 3D point cloud. The more points collected per 
second, the more detailed the 3D point cloud can be. The rapid update of 3D point clouds 
is directly proportional to the rotation speed of the LIDAR sensor. The power of the 
laser light used in the LIDAR sensor determines the measurement range (Lawso,2018). 
Figure 5 shows a HDL-64E model LIDAR sensor produced by google and used on 
autonomous vehicles.
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Figure 5. HDL-64E LIDAR sensor 

 While the traditional mapping method is used in fields such as surveying, agriculture 
and mining, today, with the development of technology, LIDAR technology is preferred 
in many areas in order to make more detailed mapping. With the help of complex 
algorithms, LIDAR sensors are used to solve the Simultaneous Localization and 
Mapping (SLAM) problem for use in autonomous navigation in military applications, 
autonomous vehicles and urban search and rescue missions. Various SLAM algorithms 
are available for air, land and sea platforms. SLAM is preferred because it has many 
uses and can make much more precise measurements than GPS (Topal & Yigit,2021).
IMU ( Internal Measurement Unit)
The IMU consists of two types of sensors to measure the 3-axis acceleration and 3-axis 
rotational force on an object in motion in space. The IMU measures the acceleration, 
angular acceleration and rotations of the system and converts these data into instantaneous 
position data of the system. Figure 6 shows an IMU sensor manufactured by Bosch and 
used in the automotive industry.

Figure 6.  AN IMU sensor produced by BOSCH

The IMU, called the inertial measurement unit, has processors that interpret the 
information received by the sensors from the environment like the human brain and 
make decisions. It is related to the inertia measurement unit INS, GPS and LIDAR, 
which provides safe driving by monitoring the dynamic changes in the movement of the 
vehicle (Gao et al., 2015)
The two-sensor models produced with previous technology basically contain two 
separate sensors as an accelerometer and a gyroscope placed on the x-y-z axes. With 
the developing technology, the magnetometer in the three-sensor model has been added 
to the IMUs as the third sensor. The magnetometer measures the magnetic direction of 
the spindle bearing, so the reading of the gyroscope is improved relative to the 2 axes. 
(Hazry et al. ,2013)
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GPS (Global Positioning system)
They are positioning systems with the help of certain mathematical calculations using 
GNSS and GPS satellite systems. Position estimation is made when the receiver sees at 
least 4 satellites. As the number of satellites seen by the receiver increases, the position 
sensitivity also increases. Figure 7 shows a standard GPS receiver.

Figure 7.  A GPS receiver

Satellite-based positioning and navigation systems are preferred in real-time applications. 
The US navy TRANSIT navigation satellite system is known as the first system that uses 
the Doppler Effect in positioning and navigation applications of moving objects. Today, 
GPS is the most widely used satellite-based positioning system. Interruption of satellite 
signals in urban, rural and indoor areas creates problems in GPS applications. In order to 
prevent such problems, within the scope of GNSS-based positioning technologies, GPS 
is supported with additional equipment called inertial measurement equipment (IMU). 
(Chaiang, 2004; Ozcelik, 2009). Inertial navigation systems are systems used in addition 
to GPS equipment in positioning, target tracking and navigation applications of air, land, 
sea and space vehicles. The system’s inerial sensors (gyroscope and accelerometers) 
measure the acceleration, angular acceleration and rotations of the system and convert 
these data into instantaneous position data of the system (Ozcelik, 2009; Walcho, 2002; 
Bayraktar, 2004).
Accumulation of errors increases with time in INS measurements. Errors in GPS 
measurements are independent of time. Integration of INS, which gives effective results 
in short time intervals, and GPS data, which gives effective results in long time intervals, 
is used more (Walcho, 2002; Bayraktar, 2004). Therefore, since GPS/INS integration 
provides reliable and more accurate location and navigation information, it is preferred 
in applications where small-scale precision is required (Bayraktar, 2004).
The GPS satellite orbits are about 20200 kilometers away from the planet. Two frequency 
values are present in GPS satellite signals: and. To mimic the delays in the atmosphere, 
distinct L1 and L2 wavelengths are utilized. These signals are modulated using one or 
both of the C/A code and P code PRN (Pseudo Random Noise) codes. L2 carrier phase 
is exclusively modulated with P code, whereas L1 carrier phase is modulated with C/A 
and P code. Every millisecond, the C/A code is broadcast at a frequency that is one-
tenth that of the GPS signal (10.23MHz). Every 267 days, the P code is delivered at its 
original frequency. GPS receivers measure the apparent transit time of the satellite signal 
between the satellite and the user, called pseudorange. Pseudorange includes receiver 
clock deviations and signal delays (Chiang, 2004; Ozcelik, 2009).
GPS is not a self-directed or automated system. To perform position determination, the 
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sensors must see enough satellites. Satellite visibility may decrease due to structures 
such as buildings, bridges, tunnels. In kinematic applications, electronic interference 
or other interference may cause errors/deficiencies in the detector’s detection of carrier 
phase waves. The data frequency of many sensors is usually 1 Hz. is Most of the errors 
encountered in positioning with GPS are atmospheric effects that are difficult to predict 
(Kocaman, 2003).

Classification of Driving Automation Systems
Driving automation systems are classified in 6 different levels according to autonomous 
driving situations. (SAE, 2016). These levels are determined according to the rate of the 
driver’s intervention at the time of travel. These levels are shown in Figure 8 clearly.

Figure 8.  6 Levels of Autonomous Driving (Cavazza et al.,2019)

Level 0 (No Automation)
Level zero vehicles are those without any automation and where the dynamic driving 
work is totally carried out by the user. These vehicles include technological equipment 
that can only function as a consequence of human interaction, which we refer to as 
manual usage at this level. In these vehicles, the human driver controls the vehicle’s 
horizontal and vertical motion under all traffic circumstances. Any normal car without 
automation may be used as an example of this level, and cars at this level don’t need to 
be taken into account for the study’s problem. (SAE, 2016).
b. Level 1 (Driver’s Assistant)
This level of automation requires the user to continuously watch their driving while 
a few controls are only partially taken over by the system. One, sometimes known as 
driver helper, is this level. It is the driving level where an automation system at this level 
cannot simultaneously take over the vehicle’s vertical and horizontal controls, just the 
steering or simply the speed ( Cavazza et al.,2019). The driver unquestionably has either 
horizontal or vertical supremacy, it should be stressed. This category is shown by cars 
with features like adaptive cruise control or parking assistance.
c. Level 2 (Partial Automation)
Contrary to the driver assistant, the level of automation in which both vertical and 
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horizontal control of the dynamic driving task continues is described as level two, or 
partial automation. The only difference between partial automation and driver assistance 
is that the automation system has the technology to handle both horizontal and vertical 
control of the dynamic driving task ( Cavazza et al., 2019).  For example, it is possible 
to consider vehicles with both adaptive cruise control system and lane alignment system 
in this category.
d. Level 3 (Conditional Automation)
The first and third level automation vehicles are the vehicles in which no human driver 
interferes with the driving activity and the driving is controlled by the system. At this 
level of driving automation, the entire driving task is performed by the system within a 
limited driving area, and under normal conditions, the user does not need to participate 
in the driving task. However, in case of any malfunction in the automation system, when 
the system calls the user to intervene, it is the driving level that the user must respond to 
this call ( Cavazza et al.,2019).“Traffic jam assist systems”, which can perform the entire 
driving task in a stop-and-go traffic situation at low speed, are shown as an example of 
third-level driving automation.
e. Level 4 (High Automation) 
Driving automation is defined as level four, which can move within a limited driving 
space as in level three automation systems, but unlike conditional automation, where the 
user does not have to respond to the intervention call sent by the system and the entire 
dynamic driving task can be carried out by the system without driver intervention (SAE, 
2016). For this reason, it is possible to say that in a vehicle with level four automation, 
the operational design area can be realized by the driving automation system with the 
expectation that the user will take over the rest of the control, and the user is only in 
the vehicle as a passenger, as long as the user stays within the limits of the control 
task ( Cavazza et al.,2019). Today, highly automated level four vehicles are still at the 
prototype level, but autonomous taxis and buses, which serve in a limited area and do 
not have human drivers, can be given as examples of these vehicles.
f. Level 5 (Full Automation)
Level five, also known as full automation, is the driving automation where it is possible 
to control the dynamic driving task by the system in an unlimited operational design 
area, in all conditions suitable for movement, without the need for any user intervention 
(SAE, 2016). In the event of a malfunction or unexpected road and weather conditions 
during the dynamic driving task in a fully automated vehicle, the system can ex officio 
bring the vehicle to a minimum risk condition without the need for user intervention ( 
Cavazza et al., 2019). The biggest difference that distinguishes full automation from 
high automation is that the operational design space is unlimited in vehicles with this 
automation system, which means that there are no restrictions on weather, time or 
geographical conditions as to where and when the system can operate the vehicle ( 
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Cavazza et al.,2019). Today, there is no tool that has this level of automation. In the 
doctrine, it is stated that the main condition for the transition to fully autonomous 
driving is that the vehicles are programmed completely safely, taking into account all 
real-life scenarios, and that there are no possible scenarios for which the system does not 
know the solution (SAE, 2016) . In this respect, it should be stated that it is a difficult 
possibility to see fully autonomous vehicles on highways in the near future and that 
these vehicles do not constitute a current need in terms of criminal law for now.

The Future of Autonomous Vehicles
The increase in accidents due to human errors in traffic and the situation in environmental 
factors is seen as a need to develop autonomous vehicles. In addition, the increase in 
comfort expectations increases the demand for these vehicles and the studies on these 
vehicles. Considering the defined levels of autonomous vehicles, it is clearly seen that 
they are in our lives. Especially in level 1, level 2 and level 3 traffic, it is one of the most 
common autonomous vehicle classes. However, although there are companies such as 
Tesla, which produces at level 4 and level 5, where the driver is less involved, it is 
not used very intensively yet. Intensive laboratory studies are continuing, especially 
for level 5. In the future, it is predicted that autonomous vehicles will be seen more 
frequently in traffic, especially with the development of sensor technology. It is 
thought that developments in cameras will accelerate this process even more. In order 
to perform real-time image processing, which is of great importance for autonomous 
driving, computers must have high-speed processing capability. With the developing 
technology, both the reduction of the size of the computers that process the image data 
quickly and the increase in the processing levels will accelerate this process even more. 
Since this situation is very necessary especially in object recognition, developments 
in these areas allow autonomous vehicles to develop very quickly. On the other hand, 
increasing the number of sensors will increase the detection accuracy of the objects 
around while driving. In addition, the use of sensor fusion in the interpretation of the 
data of the sensors used will increase the quality of autonomous driving. In addition, 
with the development of artificial intelligence algorithms used in these situations, the 
system’s self-decision mechanism will improve significantly. Thus, it is thought that the 
obstacles in front of level 4 and level 5 will be removed.
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Engineering Applications of Nonlinear Optics

Ferit ARTKIN
Kocaeli University

Introduction
In the early 1980s nonlinear optical materials was extended with a new production 
of semiconductor materials. For example, multi-quantum well is produced by the 
amplification of two different semiconductor layers (GaAs and AlGaAs). That let the 
formation of consecutive hills and valleys of variable potential, for electrons and holes. 
It is regarded that the carriers are within these potential walls. Hence, they display a 
semi two-dimensional behavior and large optical nonlinearity.
It can be an useful instrument for network communication for Photonic information and 
communication systems. It has developed very fast in last years. However, using only 
fiber optical systems has not ability to meet the necessity on carrying the information 
flow in  future of communication systems. Fast optical switches which can verify 
(process)  large scale of data should be developed so as to remove the gateways caused 
by optoelectronic return throughout the network. Large and fast nonlinear optical (NLO) 
materials are appropriate tool for photo-dynamic therapy to treat serious diseases like 
cancer, and other biomedical applications in the near future soon (L. W. Tutt et al., 1993) 
for optic controller, optic correction and optic power limiting practices (T. D. Mody et 
al., 2001) (Wung, C. J. et al., 1993).
Some of the advances in science and technology is crucial for the development of third-
order non-linear optical materials are summarized below:
Theoretical Modeling: To increase the magnitude, especially for third-order 
nonlinearities, predictive capabilities need to be improved. Progress at this point might 
enable the prediction of polymer structural and other functionalization requirements that 
may be necessary.
Molecular Engineering through Polymer Design and Chemical Synthesis: Progress in 
systhetic and polymer chemistry and chemical engineering is significant for sustainable 
progress in producing systematically varied structures where the impact of important 
electronic or structural features can be studied. The rigorous processing requirements 
should be on center of synthetic strategies associated with waveguide fabrication and 
performance issues. Examples of such issues are control of domain structures that 
can lead to refractive index in homogeneities, environmental stability, photo stability, 
mechanical compatibility with substrates, and adhesion (Artkin F., 2014).
Material Processing: Processing conditions are vital in figuring the ultimate quality 
of fibers and films of organic and polymeric materials. One promising avenue for 
optimization of electronic properties, meanwhile the variety of needed ancillary 
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properties, is done by of polymer blends and composites. To show a sample of this 
approach is a current improvement of a composite between sol-gel processed silica and 
polyparaphenylene vinylene  (Sutherland, R. L. 2003). This silica gel is an excellent 
linear optical medium with extremely low optical losses, yet it has rather low third-
order nonlinear coefficient. Special processing techniques has been improved to 
eradicate general tendency for phase separation which occurs at higher concentrations 
of polymer. The resulting films have excellent optical quality and a nonlinear coefficient 
is consistent with the polymer intensity in the glassy medium. Device Structures: 
There are considerable opportunities in the process of development and production 
of device structures. A number of preliminary device structures have been found out, 
as properties of materials are improved and their intrinsic advantages and limitations 
realized, refinements in devices which can be benignant  in terms of their advantages 
will undoubtedly be pursued (B. G. Maiya et al., 1989).
Nowadays, characterization is particularly important for materials showing suitable 
properties for nonlinear optical devices. Various techniques are applicable for these 
materials’ characterization. In this study, Z-Scan technique is used which provides 
advantages in many aspects.

Methods for Studying of Optical Nonlinearity of Engineering Applications
It is highly popular nowadays to find materials with large but fast non-linear properties, 
database enlargement becomes necessary. Methods for determining non-linear 
parameters are discussed throughout this book chapter, search which creates curiosity, 
for materials purely optical controlling and detector protection ingredients, it’s about 
nonlinear absorption (NLA) and nonlinear refraction (NLR). Database for optic features 
matters, especially natural,  some situations are not sufficient for metric determination 
to guide synthesis efforts.
Degenerate Four Wave Mixing (DFWM): Operated for measuring third order non-linear 
reaction and magnitude this reaction.
Third Harmonic Generation: Used only for measuring third order nonlinearity.
Electro-absorption technique: Third order nonlinearity dispersion, this technique is 
applied.
Time-Resolved Optical Kerr Effect and Transient Absorption Techniques: Used 
presenting photophysical processes that determine nonlinearity.   
Z-Scan: Used for measuring magnitude of third order nonlinearity and its sign.
In this regard, the reader sould be aware that the results for using the z-scan method, 
active non-linear processes of any reference are frequently a matter of debate. The Z-scan 
technique is a type of method that quickly measures both NLA and NLR in solids, 
liquids and liquid solutions. The non-linear optics community has swiftly adopted the 
Z-scan approach as a standard method for identifying Non-linear variations inindex and 
absorption must be considered independently. It should be emphasized, however, that 



84

Current Studies in Basic Sciences, Engineering and Technology

the approach is susceptible to any non-linear optical phenomena that cause variations 
in the refractive index and absorption coefficient, making it difficult, in most cases, to 
infer the underlying physical mechanisms from a Z-scan (Paras N. Prasad et al., 1991).

Degenerate Four Wave Mixing (DFWM)
A physical description degenerate four-wave mixture, principle, treated similarly to 
harmonic generation (or frequency mixing), except for three spatially distinguishable 
field waves in this process, except for E1(ω) ,t), E2(ω, t), E3(ω,t) interacts with the same 
frequency (ω), creating the fourth wave E4(ω,t) in the same order, but with a different 
propagation direction. 
Figure 1. can be solved under the assumption of slowly varying amplitude approximation, 
which assumes that it wave density variation throughout the propagation distance 
negligible on scale of wavelength of light, and negligible pump beam depletion to obtain 
the expression for field E4 as a function of propagation distance z in non-linear media.

Figure 1. Four beams are available in scheme in the forward-wave arrangements for degenerate four-
wave mixing.

As in the example of harmonic generation, the wave equation also yields the requirement 
to match phases k1 + k2 + k3 + k4 = 0.
Many different beam geometries have been used for degenerate four-wave mixing 
(DFWM). The two common geometries are shown in Figures 1. and 2. The Figure 1 
shows the forward wave geometry arrangement with all incident beams (E1, E2, and 
E3) are propagating from right to left by following the same way. It also shows the 
phase-matched direction of the output beam (signal) E4. Figure 2.  shows a backward-
wave geometry in which two beams E1 and E2, called the forward and reverse beams Ef 
and Eb, are counterpropagating and third beam E3, also called the probe beam Ep. The 
process of DFWM synonymous with optical phase conjugation in backwave geometry 
(Fisher, R.A., 1983).  From this perspective, it is considered the interaction of two 
counterpropagating pump beams If and Ib, which set up a phase conjugate mirror. A 
probe beam Ip incident on it is reflected to retrace itself. However, it can swap energy 
with the other beams. Is is used to refer the conjugate of the probe beam Ip. Therefore, 
any phase distortion suffered by the probe beam Ip is reconstructed in beam Is. The 
process is utilizable for high-contrast dynamic holography. 
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Figure 2. Schematics of the four rays in the reverse-wave arrangement degenerate four-wave mixing.

The DFWM process can also be intuitively comprehended by imagining a laser-induced 
grating (Eichler, H. et al., 1986). At this level, the interaction of two harmonic beams 
in a material causes intensity modulation. Because the refractive index of nonlinear 
media is intensity dependent, the refractive index modulates, resulting in a diffraction 
grating. If the refractive index of the medium is complicated, the refractive index’s real 
component changing opens the way for what is known as a phase grating (Eichler, H. et 
al., 1986) (Fayer, M. D. et al., 1982). An amplitude grating is created when the refractive 
index’s imagined portion modulates. In the case of reverse DFWM geometry, each rays 
pairings generate three separate grids, but only two of these grids yield phase-matched 
conjugate signals (Shen Y.R. et al., 1984). 

Third Harmonic Generation (THG)
However, the it component is included in the wave equation for the propagation of a 
plane wave electric field in a nonlinear medium. Under low signal or low conversion 
conditions, the solution of the consequent connected amplitude equations. This 
circumstance occurs when the phase promptness of the primary and third harmonic 
waves is equal. However, dispersion refractive indices (which are often different) results 
in varying phase promptness for the main and third harmonic waves. 

Therefore, for finite values of phase mismatch,  decreases from its value at  and undergoes 
damped oscillations. 

Figure 3. Third-harmonic intensity  in random parts, marked as a function of l, for a finite wave-vector 

mismatch 
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Natural birefringence to phase match may be favorable in anisotropic media, such as 
birefringent crystals, since it is useful for efficient second-harmonic production. For 
instance , it is possible to choose a direction of propagation for which

                                                          0(3 ) ( )en nω ω=                             (1)

The letters e and o stand for extraordinary and ordinary rays, respectively. However, 
due to the significantly divergent frequency values of fundamental and third harmonic 
waves and inadequate birefringence, phase matching for third harmonic production in a 
material such as crystal is difficult to achieve in practice.

Due to dispersion effects on the refractive index, phase matching cannot be met in 
pure isotropic media such as gases, liquids, or amorphous polymers. However, phase 
matching may be achieved in theory by mixing two isotropic media A and B (acting 
same two gases) (Shen, Y.R. et al., 1984).

                                ( ) ( ) (3 ) (3 )A B A Bn n n nω ω ω ω+ = +                        (2)

 
Figure 4. Wedge fringe pattern for third-harmonic signal  obtained as a sample is translated to change 

the path length l.

When the interaction length is changed, the oscillatory behavior of is described by a 
fringing curve. In the case of a wedge-shaped sample, the change of interaction length 
by translation of the sample produces a wedge fringe pattern, demonstrated in Figure 4.

Harmonic generation (or frequency mixing in general) is a coherent process by 
taking account the perspective out wave generated at the new frequency has a definite 
relationship with the phase of the input waves. It is derived from non-linear interactions 
that appear instantaneously. Such consistent non-linear states are only obtained from 
electronic interactions that have no dependence on the excited state population. We shall 
see later that dynamic nonlinearities that involve electronic or molecular excitations are 
incoherent non-linear responses of a medium and depend on the population density of 
excitation in the medium. 
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Electric Field-Induced Second-Harmonic Generation (EFISH)
It has contributions both from second- and third-order nonlinearities. However, for 
centrosymmetric structures or structures with small second-order nonlinearity, the 
EFISH generation is derived from the third-order susceptibility, γ. The EFISH process 
can be depicted as unusual example of four-wave mixing where one area is in bottom 
in terms of frequency or dc-electric area for which  crosschecked with optical field’s 
sequence.Thus it can be regarded , a particular situation  of sum-frequency generation. 

For rigid solid structures where alignment of molecular bipolarity   corresponding with 
the electric field is energetically improbable, the EFISH process is derived from γ even 
though the molecular structure might permit a large. This is the case with isotropic 
polymers below their glass transition temperatures. As for third-harmonic generation, 
the EFISH process probes only purely electronic third-order nonlinearity, which has an 
instantaneous response (Paras N. Prasad et al., 1991).

Z-Scan Technique
A z-scan measurement is operated in nonlinear optics to estimate the nonlinear index n2 
Kerr nonlinearity and nonlinear absorption coefficient using open and closed approaches, 
respectively. Because non-linear absorption might alter the measurement of the non-
linear index, the explicit approach  frequently operated to rectify computed value of the 
implicit technique.

Figure 5. Experimental Z-scan setup.

An aperture is constructed in this experimental configuration to prevent part light from 
passing through detector is set up as shown in the diagram. A laser is focused by a lens.  
Some extent before the beam naturally drifts out of focus. An aperture detector is placed 
behind it after a considerable distance. The aperture allows just light cone’s field center 
to reach the detector. It is frequently within the normalized permeability range 

                                       0,1 0,5S< <                                                  (3)

The detector is sensitive to any focussing or defocusing caused by the sample. Sample 
is normally positioned at the focal point of  lens and then passed across the z axis, the 
distance between which is provided by the Rayleigh length zo;
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Wz π
λ

=                        (4)

According to the thin sample approximation, sample L’ density must be less than 
Rayleigh length L < z0.
Z-Scan Measurements 
Definition: A method for determining the strength of Kerr nonlinearity in a material that 
relies on self-focusing. 
The z-scan measuring technique (M. Sheik-Bahae et al., 1989) (M. Sheik-Bahae et al 
et al., 1990)  is frequently used to calculate an optical material’s kerr nonlinearity force 
(ie the magnitude of the non-linear index n2). To demonstrate the functional location 
of the sample, A sample of the material under investigation is moved along the laser 
beam’s focus, and the beam radius (or on-axis intensity) is measured at one point while 
holding it behind the focus zone. These figures are influenced by the self-focus effect. 
If the non-linear index is positive and the sample is positioned below the focus, self-
focusing reduces beam deflection and hence increases detector signal (as shown in 
Figure 5). When the sample is moved to the left of the focal point, the focus shifts to 
the left and the detector signal decreases. The observed reliance of the detector signal 
on the sample position may be used to calculate the magnitude of the non-linear index.  
Non-linear absorption, such as two-photon absorption, can also have an effect on the 
measured signal. This, however, may be monitored individually while keeping the power 
of the total transmitted beam constant. Nonlinearity measurements can be adjusted using 
these data. 
Advantages and Disadvantages of Z-Scan Technique 
Advantages:

 • There are no complicated situations except focusing the beam on the slut   
Magnitude and sign of nonlinearity can be measured simultaneously.

 • Refractivity and absorptivity parts of nonlinearity can be isolated. Yet, emplying 
DFWM technique cannot be helpful.

 • Except for a few exceptions, data analysis is quick and easy.
 • Intensity is high. If sample has high optical quality, even a phase distortion of 

λ/300 can easily be decomposed.
 • A close similarity exists between Z-scan and geometry that limits optical power.

Disadvantages:
•	 The requirement for a high quality Gaussian TEM00 beam for several experiments 

is a drawback because to the difficulty in obtaining it.
•	 Analysis is completely different for non-Gaussian beams.
•	 Beam is infractible because of irregularities of the sample.
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Figure 6. Typical Z-scan for positive data (solid line) and negative (dashed line) data nonlinear  
refraction of third order.

A typical closed aperture Z-scan result for a thin sample with non-linear refraction is 
shown in Figure (6). (solid line). As the example moves away from the lens, a self-
focusing nonlinearity, n > 0, generates a peak followed by a trough in normalized 
transmittance (increasing Z).
One of the enticing aspects of the Z-scan technique is the ease and simplicity with which 
non-linear optical coefficients may be created with approximate accuracy.
However, as is the case with the vast majority of non-linear optical measurement 
techniques. The accurate estimate of nonlinear coefficients, such as n2 or, is hence 
dependent on competing nonlinearities. It becomes critical as reliance on the temporal 
and spatial profiles of the laser source, power or energy content, as well as stability  Z 
scan may be thoroughly modeled for every beam form and sample thickness by solving 
the appropriate Maxwell equations under certain nonlinearity conditions (for example, 
a very rapid (3) response). Many appropriate assumptions and forecasts, on the other 
hand, will result in simple analytical expressions and make data analysis easy yet exact. 
Outside of the usual SVEA (slow changing envelope approximation), neither diffraction 
nor non-linear refraction within the non-linear sample will alter the beam profile, as long 
as the non-linear sample is narrow. 

Figure 7. Z-scan measurements for various laser intensities on lithium niobate (Heping Li et al., 1997): 
(a) 22 GW/cm2, (b) 12 GW/cm2, (c) 6 GW/cm2 experimental data (circles) and theoretical fits (straight 

lines). Left: non-linear absorption through open aperture geometry; right: non-linear refraction via 
closed aperture geometry. For graphing, the downs for (b) and (c) have been adjusted vertically.
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Introduction
With the progression of innovation and the internet, the main issue about information 
security and protection has arisen (Furht, Socek, & Eskicioglu, 2004). Many individuals 
these days are worried about their data being taken while looking for data on the internet. 
We carefully peruse the internet for data or share significant data with associates, as 
though somebody was gazing at us out the window. A thought known as information 
encryption has been introduced as an answer for this issue. Information encryption 
is the demonstration of diverting information from a plain message or clear, design 
into a format that the right sender and planned recipient can comprehend. Encoded 
information ordinarily shows up as a long line of arbitrary letters and numbers. The 
expected beneficiary of the information has the key or an exceptional means to change 
over the information from encoded to the decoded structure (Davis, 1978). 
Recently days, the attackers is utilized an approach known as a brute force which endeavor 
arbitrary keys until they obtain the fitting one which is the most basic method of attack 
on encryption. The length of the key impacts the number of keys that can be utilized 
and the persuasiveness of this attack. It’s memorable’s crucial that while encryption 
strength is straightforwardly connected with key size, the quantity of resources needed 
to do the computation raises as well (Bhanot & Hans, 2015). Data encryption ensures 
the security of advanced information as it is put away on computer network frameworks 
and conveyed across the internet or other network systems (Davis, 1978). Encryption 
should be appropriately intended to try not to dial back a framework’s exhibition. 
Equipment, such as chips or hard drives, operating frameworks, like MS Windows or 
Linux, and encryption programs from NIST-ensured providers are the three levels of 
encryption, recorded from best to most exceedingly terrible execution. As indicated by 
merchant benchmarks for every one of the three degrees of encryption, frameworks will 
scarcely lose a small portion of a percent of their speed, and the end client won’t see 
the distinction. To check these statements, more benchmarks might be required. This 
data might be accessible from staff who give specialized help to different projects at 
your foundation; if not, the CDC’s NPCR can work with NPCR projects to build up a 
rundown of benchmarks (Furht et al., 2004).
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Image encryption has been the subject of broad exploration of research. A picture 
encryption plot is introduced in which the places of picture pixels are rearranged and 
the dim upsides of image pixels are changed to befuddle the connection between the 
encrypted picture and the plain picture (Guan et al., 2005). The Arnold feline guide is 
utilized to rearrange the places of image pixels in the spatial space in this procedure. From 
that point onward, Chen’s turbulent framework’s discrete result signal is preprocessed to 
make it satisfactory for grayscale picture encryption. An astounding picture encryption 
algorithm the usage of a plane little bit of a source image changed into delivered 
as bitplane bit safety key to scramble pics to work on protection picture encryption 
strategies primarily based on bitplane bit decay (Zhou et al., 2014). To scramble the 
photographs, Ye et al. (2010) utilized the strategic guide. The stage is done at the piece 
level in this technique. This technique is impervious to an assortment of security attacks. 
Zhu et al. (2011) suggested a piece-level change and dissemination algorithm for picture 
encryption. Change and dissemination activities are performed utilizing the Arnold map 
and strategic guide in this strategy.

Kanso et al. (2012) used a three-layered Arnold change to create secret keys to encode 
the pictures. This approach is broken into three stages rearranging, scrambling, and 
veiling. This method is very touchy to the picture utilized as a piece of information. It 
secures against known plaintext and picked plaintext assaults all the more viably. Khan 
and Shah (2014) worked on the mathematical and factual elements of the S-confine by 
carrying out it in a turbulent way using relative and Lorenz changes. S-confine is for the 
most part utilized square encryption to make pixels become confounded. It works on 
the disarray and dispersion of the information picture to shield it from security attacks.

Material and Methods
Encryption methods are arranged by three standards. The first is the number of keys 
utilized by the encryption process (zero, one, and two keys), the second is the operation 
type of the encryption algorithm (substitution, displacements, and production), and the 
third is the plain text handling structure utilized by the encryption calculations (block-
based and stream-based). Besides, the encryption methods are extensively ordered into 
fundamental classes: Symmetric and asymmetric encryption (Sharif et al., 2010).
Symmetric encryption utilizes a solitary, private key for encryption and unscrambling. 
It is a quicker strategy than unbalanced encryption and is best utilized by people or 
inside shut frameworks. Involving symmetric strategies with numerous clients in open 
frameworks, for example, over an organization, requires the transmission of the key and 
sets out freedom for robbery. The most regularly utilized kind of symmetric encryption 
is AES (Sharif et al., 2010).
Asymmetric encryption utilizes a couple of numerically connected public and private 
keys that must be utilized together. Encryption should be possible with one or the other 
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key, yet unscrambling should be finished with the related key. Since the public key 
might be uninhibitedly traded without gambling information burglary, awry encryption 
is used by different clients and over open organizations, like the Internet. ElGamal, 
RSA, DSA, and PKCS are the most routinely utilized sorts of hilter kilter encryption 
(Lai et al.,2010).

Figure 1. Symmetric encryption and asymmetric encryption processes (“Symmetric vs. Asymmetric 
Encryption,” 2022)

Data Encryption Standard Algorithm
The Data Encryption Standard is a block-based symmetric-key methodology for the 
encryption of different forms of information in 64-digit blocks. This suggests that 64 
pieces of plain text are taken care of into DES, which produces 64 pieces of ciphertext. 
Encryption and unscrambling utilize a similar calculation and key, with slight varieties. 
The DES algorithm has a 56-bit key length. Since the DES approach has been 
demonstrated to be helpless against amazingly strong assaults, its prevalence has been 
on disappearing (Kansal & Mittal, 2015).

Figure 2. DES algorithm operation procedure (“Data Encryption Standard”, 2022)
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DES is a block-based approach depending on the Feistel Cipher, the method should 
determine three fundamental things needed for the encryption operation, in particular 
the Round work, the Key table, and the First and last permutation. The first and only 
changes are straight Permutation boxes (P-boxes) that are inverses of one another. They 
have no cryptography importance in DES (Kansal & Mittal, 2015). The underlying and 
last changes are displayed in fig (3).

Figure 3. DES algorithm operation procedure (“Data Encryption Standard ”, 2022)

After performing the first and last permutation, the round function f was used, which applied a 
48-bit key to the rightmost 32 bits to produce a 32-bit output.

Figure 4. DES algorithm operation procedure (“Data Encryption Standard”, 2022)

Since the round key is 48 parts and the correct facts (data) are 32 bits, it’s miles expected 
to first decorate the suitable contribution to forty eight components in the DES path, 
that’s the execution of the improvement exchange field.(Davis, 1978).
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Figure 5. Demonstrates key expansion and XOR of DES algorithm (“Data Encryption Standard”, 2022)

Key creation is the penultimate stage in the DES method’s encryption cycle, which 
creates sixteen 48-piece keys from a 56-digit figure key. Figure 6 portrays the key 
creation process.

Figure 6. Key generation of DES algorithm

Triple DES
The DES cipher is repeated three times to produce the Triple DES block cipher algorithm. 
The Triple DES algorithm is called TDES or TDEA (Triple Data Encryption Algorithm). 
(Barker & Mouha, 2017). TDES was selected as a straightforward option to expand the 
key space without switching to a novel algorithm after it was discovered that a 56-bit 
key DES was insufficient to prevent brute force assaults. To keep away from meet-in-
the-center attacks, which might be a hit with double DES encryption, 3 strategies are 
required. 3DES is a frequently utilized encryption technique in the financial industry. It’s 
to up amazing the preceding block cipher DES. It has some of advantages, which include 
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ease of implementation in each hardware and software program, and wide approval 
among cryptographic libraries as well as protocols. 3DES improves the security of DES 
by using three 56-bit keys DES instead of two keys. (Cardarilli, Di Nunzio, Fazzolari, 
& Re, 2015). The following is a description of the 3DES encryption method, where K1, 
K2, and K3 are the three 56-bit keys.
3DES Encryption Algorithm:

 • Begin the encryption process of plaintext with the use of the K1 and the DES 
method.

 • In the second step, decryption is executed on the encrypted output by using the 
DES algorithm and K2.

 • The decrypted output should be encrypted another time using the DES algorithm 
and K3.

This kind of encryption technique produces the output of the 3DES cipher text.

3DES Decryption Algorithm:
 • The cipher picture can be decrypted using the DES and K3.
 • The decrypted output should be encrypted using the DES and K2.
 • To covert the encrypted data that has been decrypted, use the DES and K1.

Figure 7. 3DES steps

Advanced Encryption Standard Algorithm
The most well-known and often preferred symmetric encryption (SE) method is the 
Advanced Encryption Standard (AES). It is regarded as being considerably faster than 
triple DES. The excessively small key size of DES necessitated a trade. With growing 
registering power, it was perceived as being defenseless versus all-out key inquiry 
attacks. Triple DES was designed to overcome this drawback, but it was thought to 
be slow. The element of AES is a Symmetric-key square code algorithm that utilizes 
128-digit information with 128/192/256-bit keys. It provides complete determination 
and setup details and is faster and more stable than Triple-DES (Kaur & Kumar, 2020).
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AES is an iterative rather than stream cipher. It is carried out by using the concept of 
replacement permutation technique which determines it. It includes a series of linked 
processes, some of which replace inputs with clear results (replacements), while others 
involve moving parts about (changes). It’s odd that AES does all of its calculation on 
bytes rather than bits. From this point forward, AES interprets a plaintext block’s 128 
pieces as 16 bytes. For handling as a lattice, these 16 bytes are divided into four pieces 
and four lines. In contrast to DES, the number of rounds in AES varies and depends on 
the size of the key. AES uses 10 rounds for keys with 128 digits, 12 rounds for keys with 
192 pieces, and 14 rounds for keys with 256 cycles. These rounds each use a different 
128-cycle round key that is derived from the initial AES key (Xiang et al., 2006).

Figure 8. Demonstrates structure of AES algorithm

The main information to be scrambled is separated into a progression of the block. each 
block (16 input bytes) is supplanted by alluding to a proper table (S-box) given in the 
plan, and every one of the four columns of the matrix is moved. On the left, every four-
byte segment is presently changed over utilizing an exceptional numerical capacity. 
This capacity takes four bytes of a segment as info and results from four new bytes that 
supplant the first segment, and 16 bytes of the network are presently viewed as 128 
pieces and XORed to 128 pieces of the round key(Nadeem, & Javed, 2005,).
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Figure 9. Demonstrates steps of the AES encryption process

RSA Encryption Algorithm
The RSA encryption is a largely utilized asymmetric encryption (SE) method in a range 
of products and services. Hence to carry out encryption and decryption in a specific 
data, the SE makes use of a couple of keys which are mathematically consolidated. The 
set of key pairs are formed by using a private and a public key, in which the general 
public key is to be had to anyone, and the personal secret is a secret known only to the 
creator of the important thing pair. With RSA, facts may be encrypted with either the 
private or public key, at the same time as the alternative key decrypts it. This is one of 
the motives why RSA is the maximum widely used asymmetric encryption approach 
(Dhakar, Ravi Shankar, Amit Kumar Gupta, 2012).

The functionality to scramble with either the non-public or public key continues a 
massive range of services to RSA users. When the public one used for encryption, the 
data have to be decrypted with a personal or private key. This is ideal for transferring 
sensitive information over a connection or the Internet, wherein the information receiver 
affords its public key to the sender. After the use of the receiver’s public key to encrypt 
the sensitive facts, the sender of the data transmits it to the recipient. Because the public 
key has encrypted the touchy facts, most effective the proprietor of the non-public key 
can decrypt it. Only the intended recipient of the records may decrypt it, even though the 
records is intercepted within the transmission (Liu &      Yang, 2018). Using a personal 
key to encrypt a message is another approach to making use of RSA for asymmetric 
encryption. In this illustration, the sender of the records uses its private key to encrypt 
the facts before sending both the encrypted facts and its public key to the recipient of 
the information. Using the sender’s public key to decode the data, the receiver can then 
affirm that the sender is who they claim to be. Although this approach enables statistics to 
be stolen and tested in transit, its true aim is to establish the sender’s identification. The 
recipient will be aware that the records was altered if the information had been stolen 
and modified within the direction because the general public key cannot decrypt this 
message. The recipient may be aware that the information became altered at the same 
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time as in transit if the statistics are stolen and updated in transit when you consider that 
the general public secret is not able to decipher these messages (Aufa et al., 2018). The 
RSA algorithm makes sure the keys are as safe as possible. The following steps will 
show you how it works:

Figure 10. RSA

The RSA algorithm makes sure the keys are as safe as possible. The following steps 
will show you how it works:
Generating the keys

a) Choose any two big prime numbers, x and y. The prime numbers need to be big so that 
they shall be hard for anyone to guess it.

b) Compute n=x×y
c) Compute the totient function same as ∅(n)=(x-1)(y-1).
d) Choose an integer e, in such way that e is co-prime to ∅(n) and 1<e<∅(n). The pair of 

numbers (n,e) sum up the public key.
e) Compute d such that e.d=1 mode ∅(n). In this cas4 d can be calculated using the 

extended Euclidean algorithm. The pair (n, d) sum up the private key.
2. Encryption

a) Let  plaintext, represented as a number, the ciphertext  is calculated as:  .
3. Decryption

a. While using the private key, the plaintext can be computed using: .
Elliptic Curve Cryptography (ECC)
Another efficient method for data encoding and encoding is elliptic curve cryptography 
(ECC) which is encryption generation based on keys. The ECC specializes in pairs 
of public and private keys for decrypting and encrypting website visitors. A better 
generation of advanced cryptography than RSA is ECC algorithm. To generate safety 
among key pairs for public key encryption, it uses elliptic curve arithmetic (Zhang & 
Wang, 2018).

ECC has lately gained popularity because of its smaller key size and capability to 
keep security, while RSA calls for excessive top numbers as opposed to ECC to reach 
similar final results. The desire for devices to stay relaxed grows as keys get longer, 
placing pressure on the limited cell resources, therefore it is very likely that this trend 
will continue. For this reason, understanding elliptic curve cryptography is essential 
(Dawahdeh et al., 2018; Bhanot & Hans, 2015).
ECC’s public key encryption techniques, in contrast to RSA’s, are based on the algebraic 
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structure of elliptic curves over finite fields. As a result, ECC generates keys that are more 
difficult to decode mathematically. ECC is therefore regarded as the next generation of 
public key cryptography and is much more secure than RSA. Applying ECC also makes 
sense to maintain high levels of safety and overall performance. This is owing to the fact 
that ECC is being employed more frequently by websites as a means of advancing online 
data protection while also increasing mobile optimization. The call for a concise guide to 
ECC grows as greater internet websites use ECC to encrypt information (Bhanot&Hans, 
2015). The latest ECC utilizes EC which is a plane curve over a finite field composed of 
points that satisfy the equation: y²=x³ + ax + b.

Figure 11. ECC

In this elliptic curve cryptography example, any point on the curve may be reflected over 
the x-axis and the curve will not alter. Any non-vertical line that crosses the curve fewer 
than 3 instances can be appeared as such. Elliptic curve encryption is far smaller than 
different kinds of encryption, which offers smaller, cellular devices greater energy. For 
two keys of the equal size, RSA’s factoring encryption is extra susceptible considering 
factoring is less difficult and requires less effort than calculating for an elliptic curve 
discrete logarithm. With ECC, you could use smaller keys to acquire the equal stage 
of protection. When compared to RSA, ECC offers advanced security with quicker, 
shorter keys considering cell devices will need to do increasingly more cryptography 
with reducing computational power inside the destiny(Zhang & Wang, 2018). One of 
the most famous strategies for imposing digital signatures in cryptocurrencies is ECC. 
Both Bitcoin and Ethereum use the Elliptic Curve Digital Signature Algorithm to signal 
transactions (ECDSA). ECC, however, is used outdoors of cryptocurrency as properly. 
The majority of online apps will finally put into effect this encryption fashionable 
because of its shorter key period and effectiveness (Wang et al., 2020).

Performance Metrics
Differential Analysis
Many performance matrices are used to study differential attack, but the most common 
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are: the Number of Pixel Change Rate (NPCR) and Unified Average Changing Intensity 
(UACI) parameters. The differential attack is used to test the encryption algorithm’s 
sensitivity to even smallest changes in the plain picture. Attackers frequently make 
slight improvements to the plain image. Then, using the same mystery key, encrypt both 
the plain and modified images. After that, it tries to find a link between encrypted plain 
and modified image (Kaur & Kumar, 2020).

The Number of Pixel Change Rate is characterized as an action used to compute the 
proportion of various pixel numbers between two encoded pictures whose ordinary 
images vary by a solitary pixel. A set of policies is extra resistant to differential assaults 
if it has an excessive NPCR score (Kaur & Kumar, 2020). The following formula can be 
used to calculate NPCR (Kaur & Kumar, 2020).   
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W and H stand for the image’s width and height, respectively. The variation in comparable 
pixels between the simple image and the scrambled image shown as E’ (i, j) and the 
scrambled image of the modified image E (i, j) is shown as D (i, j). The range of NPCR 
€ [0, 100]. Also the NPCR value of a scrambled image should be close to 100 (Kaur & 
Kumar, 2020).
The UACI (Unified Average Changing Intensity) is a matrix for calculating the average 
intensity of differences between the plain and encrypted image (Dawahdeh et al., 2018). 
It can be defined in the following way (Kaur & Kumar, 2020).
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Here E(i, j) and E’(I, j) are the encrypted picture of plain and changed  images, 
respectively. The values of NPCR and UACI supposed to be maximized.

Statistical Analysis
Statistical analysis of a scrambled image can also be used to crack encryption systems. 
The HA (Histogram analysis) as well as CC (correlation coefficient) are image evaluation 
metrics used to analyze histograms and the correlation between neighboring pixels of 
an encoded, or original one to confirm the resistance of an coding system to statistical 
attacks (Kaur & Kumar, 2020).
Histogram Analysis (HA) displays the pixel value distribution of the image. An original 
image’s histogram ought to look entirely different from a scrambled image. Normal 
photos’ histograms are by nature not uniform. The histograms of photos that have been 
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scrambled, however, should be uniform (Kaur & Kumar, 2020). This indicates that the 
spatial distribution of all pixels is uniform.

Correlation Coefficient (CC) is used to compare identical pixels between an image 
that is encrypted and one that is not. In the original image, the horizontal, diagonal, 
and vertical values of adjacent pixels are closely connected. The most effective picture 
encryption method reduces this relationship in the ciphered picture (Somaraj, 2015). 
Correlation coefficient can be computed as follows (Bhanot & Hans, 2015):
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Here, C(x,y) represents the co-variance between the x and y patterns.  Furthermore, 
x and y are the 2 coordinates of an image.  K is the number of pixel couples (xi, yi). 
D(x) and D(y) are the deviation of x and y, simultaneously. E(x) is the mean of xi-pixel 
values. The range of CC should be a value between [1, 1]. The CC value of an encoded 
image must be close to zero.
Information Entropy (IE)
It determines the typical amount of data included in each picture bit. It offers all the 
details that are contained in an image. Every pixel has a different value. So each pixel in 
an encrypted image has a uniform probability distribution, according to the entropy of 
the picture (Bhanot & Hans, 2015). It can be calculated as follows (Belazi, Abd El-Latif, 
& Belghith, 2016):

                              2( ) ( ( )*log ( ))i i
s

H s P s P s= −∑
                             (8)

Here H(S) represents the entropy of message source (S). P(si) demonstrates the likelihood 
of occurrence of si. The value of IE  [0; 8]. It must be close to 8 for 8-bit picture. 
Bit Correct Ratio (BCR) is used to determine how an encrypted image differs from its 
original. It checks to make sure the decrypted picture is accurate. (Belazi et al., 2016). It 
may be solved using the formula (Belazi et al., 2016):
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Here, x and y represent the M x N pixel pictures’ pixel coordinates. O is a plain image 
and R is the decrypted image.  represents the XOR operation. The range of BCR  [0, 1].
Mean Squared Error (MSE)
The MSE is a technique for comparing an original image’s “true” pixel values to a 
decoded image. The discrepancy between an image’s original values and its decrypted 
values is the mistake.(Kaur & Kumar, 2020). Below is a definition of MSE:
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Here, x and y represent the MxN-pixel pictures’ pixel coordinates. The encoded and 
plain pictures are O and R, respectively. The value of MSE  [0, ∞]. The value of MSE 
between plain and decoded must be minimum.
Peak Signal to Noise Ratio (PSNR)
PSNR is used to measure the quality between the plain and decoded images (Kaur & 
Kumar, 2020). PSNR can be calculated mathematically as follows:
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Here n is the number of bits per pixel. PSNR is measured in decibel (dB). The value of 
PSNR  [0, 1]. The value of PSNR must be maximum between plain and decoded images.

Structural Similarity Index (SSIM)
The SSIM shows how comparable the plain and decrypted images are. It is a parameter 
for evaluating the quality of decrypted images. It is calculated between many windows 
of images of the same size (Kaur & Kumar, 2020). Below you will find a definition:
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Here µi and µD are the average of an input (I) and decoded (D) image, respectively. 
Sign2i Sign2d D denote the variance of I and D, respectively.  is the covariance of I 
and D. C1 and C2 are the regularization parameters with values (0.01P)2 and (0.03P)2, 
respectively, where P is the specified value for the dynamic range. The range of SSIM 
€ [-1, 1].
Root Mean Squared Error (RMSE)
The RMSE evaluates the root of the MSE and delivers more exact and accurate statistics. 
(Cao, Wei, Guo, & Wang, 2017). It can be calculated analytically as:
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Where the coordinates for each pixel in an image with a size of MxN are x and y. O and 
D stands for the original and decrypted images, respectively. The range of RMSE € [0,∞ 
].                 
Mean Absolute Error (MAE)
The MAE calculates the variation between plain and encrypted pictures (Kaur & Kumar, 
2020). It can be calculated as:

                           1 1
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Here O(x, y) and E(x, y) mean plain and scrambled images, respectively. x and y 
demonstrate the pixel coordinates of picture with size of M x N. The range of MAE 
Execution Time (ET)   [0, 2n – 1], where n represents the number of bits per pixel. The 
MAE between the original and encrypted photos should be at maximum.     
Execution Time (ET)
The execution time (ET) of a specific picture encryption algorithm is calculated. It is 
the sum of the compile and run times. ET should be kept to a minimum to make image 
encryption practical. Seconds, milliseconds, and minutes are the most common units of 
measurement (Kaur & Kumar, 2020).

Dataset
The BSD dataset is abbreviated as the Berkeley Segmentation Dataset, which is a dataset 
designed to conduct different scientific research in the fields of image and computer 
vision (Arbeláez, Maire, Fowlkes, & Malik, 2011). This database is frequently used for 
image noise removal, segmentation, enhancement, and many other image processing 
operations. In this article, some sample color images are taken from BSD to implement 
the encryption algorithms used in the study. The goal is to test how AES, DES, 3DES, 
RSA and ECC algorithms can encrypt and decrypt images to protect sensitive digital 
pictures from attackers and unauthorized users.

Experimental Results
The performance of the different encryption algorithm are examined in this study was 
using some color images taken from the BSDS500 database. The applications within 
the scope of the study were developed using MATLAB which effective software 
environment tool that enables image analysts to perform some image-related activities 
such as analysis, demonstration, and enhancement, and a comprehensive set of image 
processing applications and standard algorithms for image processing. The visual image 
result of the study were given in below:
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Table 1. Visual result

Algorithm Input image Encrypted image Decrypted image
AES

DES

TDES

RSA

ECC

In the figure above, the encryption and decryption results of the five algorithms in the 
study. As can be seen, the results of these algorithms are not visually separated but can 
be distinguished using image evaluation and performance matrices.
In the study, NPCR and UACI analysis was performed, and Table 1 shows all the 
average values of the different algorithms in the study for the images in the experiment. 
According to the results of the experiments in Table 1, the NPCR and UACI values for 
all eight test images are more than 99 and 33%, respectively. These average values are 
very high, which is due to the diffusion stage (DS) included in these algorithms. The DS 
causes a large change in the encrypted image when a particular pixel in the plain image 
is altered, i.e., the DI make the process very susceptible to beginning pixel setting. 

Table 2. NPCR and UACI values for one-bit change in key value

Lena (1) 28083 78019 113044

Algorithms NPCR UACI NPCR UACI NPCR UACI NPCR UACI

AES 99.6414 33.4250 99.7256 33.8467 99.6938 33.2103 99.7846 33.2481

DES 94.0019 32.7270 99.0042 33.0121 98.6037 33.0541 98.8054 33.4627

3DES 98.0932 33.0110 99.8702 33.7601 99.0454 33.1471 99.4048 32.8031
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RSA 99.0782 33.0456 99.0166 34.4017 99.9238 33.9975 99.89228 33.7459

ECC 99.0836 33.9701 98.0723 33.6403 99.0521 33.4343 99.0461 33.2043

135069 157055 179084 124084

Algorithms NPCR UACI NPCR UACI NPCR UACI NPCR UACI

AES 99.8743 33.2947 99.8941 33.3145 99.7985 33.0071 99.5419 33.9807

DES 97.2654 32.9514 98.7519 33.2974 98.1564 33.0175 96.2126 32.7942

3DES 99.8785 33.7534 99.3497 33.7614 99.7161 33.4201 98.1317 33.5475

RSA 99.8502 33.9997 99.9734 34.0014 99.1469 33.9976 99.4149 33.9992

ECC 98.9985 33.2891 97.3157 33.1764 96.4782 32.1403 99.4712 33.1037

An examination on the correlation analysis (CC) and information entropy (IE) of the 
mixed and unadulterated pictures. Every one of the pixel sets contains a haphazardly 
chosen pixel and a neighboring pixel. It tends to be seen that the RSA gave extremely 
low correlation coefficient values for every one of the eight test pictures, mirroring 
the high opposition of the technique to statistical attacks. There is a correlation in the 
flat image, and the pixel values are only occasionally irregular, so the entropy value is 
largely more modest than the best value of 8. The entropy can be the extreme ideal value 
of 8 when all pixel values are indiscriminately entangled. Table 2 displays the entropy 
values of the encoded images. From the results obtained, it can be seen that the entropy 
of the encrypted images is extremely close to the best value of 8. The data leakage in the 
cryptographic algorithms is insignificant and is safe from entropy-based attacks.
This demonstrates their decreased resistance to the statistical attacks. However, these 
qualities are still relatively lesser than the first CC, henceforth guaranteeing protection 
from statistical attacks dependent upon some degree. An overall pattern of lower 
connection can likewise be viewed as the picture size increments which support the 
histogram perception of expansion in thus can’t be viewed as effective on visual 
evaluation grounds. At long last, every one of the plans give the unscrambled pictures 
like the first pictures which guarantee the unwavering quality of decoded picture on the 
off chance that security is guaranteed. The CC value is between - 1 and +1, where the 
limits shows an ideal negative or positive straight correlation respectively. The zero 
value of CC indicates that there is no linear relationship between consecutive pixel 
values.

Table 3. CC and IE values for one-bit change in key value
Lena (1) 28083 78019 113044

Algorithms CC IE CC IE CC IE CC IE

AES 0.0692 7.8015 0.07193 7.6705 0.0532 7.6126 0.057936 7.9294

DES 0.08345 7.9086 0.06789 7.8785 0.05641 7.6818 0.07414 7.7891

3DES 0.07693 7.8578 0.08657 7.0621 0.06934 7.6718 0.07571 7.4106

RSA -0.00685 7.6442 0.02311 7.8273 0.24604 7.6079 -0.02828 7.9134
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ECC 0.06979 7.7949 0.08291 7.8201 0.02359 7.6418 0.056202 7.4772

135069 157055 179084 124084

Algorithms CC IE CC IE CC IE CC IE

AES 0.061627 7.5876 0.08146 7.9604 0.07508 7.6544 0.06709 7.8578

DES 0.095478 7.9898 0.09969 7.5438 0.09351 7.3492 0.08601 7.4141

3DES 0.07810 7.7882 0.09678 7.7141 0.08746 7.7565 0.079605 7.6795

RSA -0.04217 7.4939 0.05997 7.7459 0.02464 7.8352 0.023765 7.8581

ECC 0.092505 7.6379 0.08934 7.5457 0.07846 7.5102 0.087168 7.7545

In the analysis, BCR measurement was also tested to determine the difference between 
the plain image and the decoded image. The metric usually checks the correctness of 
the encoded image. The value of this metric should be a number in the range of zero to 
one. The MSE was also used to compare the original image’s true pixel values to the 
decrypted image. The error is the difference between the values of an original picture 
and the values of the decrypted image. The MSE of the encrypted image should be 
maximized to ensure that attackers cannot find the correct pixels of the original image. 
The result of both BCR and MSE is shown in the table below.

Table 4. BCR and MSE values for one-bit change in key value
Lena (1) 28083 78019 113044

Algo-
rithms BCR MSE BCR MSE BCR MSE BCR MSE

AES 0.05484 0.60024 0.07468 0.71062 0.01351 0.54721 0.062402 0.31233

DES 0.068878 0.49174 0.08678 0.33645 0.06878 0.38704 0.069878 0.09331

3DES 0.05946 1.7196 0.06964 0.42857 0.43874 0.51065 0.079464 0.27469

RSA 0.041107 0.3617 0.04585 0.62874 0.02107 0.76454 0.061107 0.84787

ECC 0.052402 2.09834 0.06738 0.62242 0.05914 0.55626 0.058465 0.70116

135069 157055 179084 124084

Algo-
rithms BCR MSE BCR MSE BCR MSE BCR MSE

AES 0.055439 0.40979 0.06402 0.63092 0.08242 0.65434 0.072402 0.47971

DES 0.068878 0.64464 0.0887 0.54234 0.07978 0.6986 0.08878 0.7219

3DES 0.089464 0.63371 0.07946 0.37046 0.08064 0.82154 0.079464 0.4959

RSA 0.043107 0.09751 0.04117 0.95421 0.03107 0.08741 0.051107 0.7883

ECC 0.050914 0.60256 0.05914 0.46545 0.04814 0.84029 0.060914 0.4857

The PSNR metric of the encoded image was tested in the analysis. The PSNR value 
range should start at zero and go to infinity. Normally PSNR should be maximized as 
much as possible. The Structural Similarity Index (SSIM) has also been tested, and the 
encrypted SSIM value should be minimized so that attackers cannot fully locate the 
original image. The PSNR and SSIM results are shown in the table below.     
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Table 5. Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index (SSIM)
Lena (1) 28083 78019 113044

Algorithms PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

AES 39.5111 0.00841 38.5956 0.02680 36.9558 0.00602 35.5718 0.00475

DES 39.0102 0.00852 40.4546 0.00529 38.3998 0.00598 37.4035 0.00483

3DES 40.4991 0.00653 41.1322 0.00498 37.6827 0.00560 37.5261 0.00491

RSA 41.0848 0.00504 18.5969 0.01003 9.02328 0.00116 13.2627 0.01008

ECC 36.5244 0.00527 37.3107 0.00937 39.5754 0.00676 37.7165 0.00633

135069 157055 179084 124084

Algorithms PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

AES 36.3375 0.00627 36.0703 0.00674 33.6552 0.00706 37.041 0.00836

DES 40.8517 0.00454 37.333 0.00730 39.7253 0.00752 41.1306 0.00906

3DES 40.7503 0.00414 37.4737 0.00698 38.9231 0.00629 41.0213 0.00832

RSA 9.7663 0.00324 10.0839 0.00177 7.71929 0.00535 6.61093 0.00804

ECC 39.3381 0.00435 38.1078 0.00439 36.8471 0.00632 39.2697 0.00842

The RMSE metric of the encoded image was tested in the analysis. The RMSE range of 
values should start at zero and go to infinity. Normally PSNR should be minimized as 
much as possible. The RMSE results are shown in the table below.

Table 6. Root Mean Squared Error (RMSE)
Lena (1) 28083 78019 113044

Algorithms RMSE RMSE RMSE RMSE

AES 0.90103 0.89722 0.9246 0.88303

DES 0.89493 0.87993 0.8719 0.87493

3DES 0.91068 0.91068 0.9168 0.92166

RSA 0.95906 0.97176 0.8916 0.85906

ECC 0.88703 0.89418 0.8835 0.88292

135069 157055 179084 124084

Algorithms RMSE RMSE RMSE RMSE

AES 0.91183 0.88702 0.8873 0.8832

DES 0.87493 0.87493 0.8749 0.8794

3DES 0.91268 0.93168 0.9168 0.9166

RSA 0.89906 0.89596 0.8996 0.8956

ECC 0.88535 0.88135 0.8535 0.8813

In the analysis, the Mean Absolute Error (MAE) and Execution Time (ET) matrices of 
the encoded image were tested. The MAE value range should start at zero and go to 
infinity. Normally MAE should be maximized as much as possible to prevent attacks 
from decrypting the encrypted image. On the other hand, ET was tested to measure the 
time required to execute a given image encryption algorithm. The ET should be kept 
to minimum to show the performance of the encryption algorithm. The ET and MAE 
results are shown in the table below.     
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Table 7. Mean Absolute Error (MAE)and Execution Time (ET)
Lena (1) 28083 78019 113044

Algorithms MAE ET MAE ET(sec) MAE ET MAE ET

AES 86.4335 1.29688 82.1031 1.73438 80.3625 1.2338 87.03155 1.4844

DES 84.773 2.3594 77.0587 2.60938 79.1609 2.9838 83.05234 2.48438

3DES 85.0148 5.4375 81.0904 4.85938 81.1789 3.4065 84.73543 5.4375

RSA 87.0656 5.23438 86.2739 5.95313 86.456 4.935 87.3679 5.6875

ECC 88.0638 1.95313 84.2384 2.04587 85.1615 1.52 87.03624 2.04688

135069 157055 179084 124084

Algorithms MAE ET MAE ET MAE ET MAE ET

AES 87.07656 1.65625 88.1904 1.4375 85.0267 1.625 89.47442 1.77656

DES 85.14562 1.9375 84.4277 2.10938 83.4852 2.4025 85.8698 2.71875

3DES 86.34568 3.28125 85.7598 4.29688 86.0183 4.4375 87.07948 5.92188

RSA 88.4913 5.625 89.4882 5.48438 86.8384 5.4013 91.8328 5.78125

ECC 87.76373 2.125 82.0598 1.9375 83.6637 1.7663 86.17841 1.82813

Conclusion
Digital images are assuming an inexorably significant part in our lives, because of 
the huge advances in imaging gadgets and the innovations of these technologies. This 
makes image security one of the most interesting research fields in image processing 
and computer vision. Attackers always take advantage of weak or unprotected data 
transmitted and stored over the internet. They try to sit in the middle of the network to 
control the data transfer over the network. Therefore, they focus on critical data shared 
between the ten senders and receivers. In this study, we conducted a comparative study 
of five encryption algorithms using color images obtained in the BSD300 database. 
The main purpose is to compare the performances of these algorithms using different 
methods of image quality evaluation. The algorithms in the scope of the study include 
AES, DES, TDES, RSA and ECC. The first three algorithms are considered symmetric 
methods, while other algorithms are considered asymmetric encryption methods. In 
the experiment, some color images from BSD were used to test the performance of 
the algorithms. The efficiency of encoding was measured using some image evaluation 
methods and the results were presented in the study.
In the future, more encryption algorithms such as Blowfish, RC4, RC5, RC6, and 
Chaotic Map can be added to the work. In addition, performance evaluation criteria can 
be expanded by adding a feature similarity measurement index (FSIM), key spacing, 
pixel-based analysis, and many other image evaluation criteria.     
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Introduction
Information storage and transmission are frequently significant issues for businesses, 
states, and different associations. These organizations can deal with additional information 
by packing it, which likewise decreases the space and cost expected to store it. It could 
be valuable to appreciate how compress capabilities and the advantages it might propose 
to you and your association on the off chance that you save or send information as 
an aspect of your responsibilities. Data compression (DC) makes documents occupy 
less space on a hard drive and gets some margin time to transport or download. Cost 
decreases may be huge because of this decrease in existence. For example, organizations 
and medical care offices that keep a ton of information could lessen their capacity costs 
by utilizing compression to store more records on a given amount of space. Furthermore, 
since compressed documents transfer more quickly over the web or internet, these 
businesses and organizations don’t need to spend as much money on pricey bandwidth 
upgrades. Compression empowers a few different organizations to offer the most ideal 
help at the most advantageous time. Consider how much sound and video information is 
dealt with by telecoms organizations. They can serve much more customers because of 
compression, which doesn’t altogether bring down the sound or video quality. 
In this chapter, we present a brief definition of the terminologies used in data compression, 
examine their significance, outline different compression techniques, explain the metrics 
used to compression performance and give an overview of how to apply compression to 
various types of data.

A Brief History of Data Compression
The history of DC dates back to the 18th century, when Morse code was invented, which 
was used for broadcast use in 1838. it dates back to the 18. century, is an exemplary 
illustration of the DC that depends on using more limited codewords for English alphabetic 
letters like “e” and “t” that are more predominant. With the appearance of data hypothesis 
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in the last part of the 1940s, current DC research started off (Wolfram, 2003). Claude 
Shannon and Robert Fano created a methodical methodology for allocating codewords 
based on block probability In 1949. David Huffman later discovered an ideal approach 
for doing this in 1951. Early implementations were frequently carried out in hardware, 
and certain codeword selections were made as trade-offs between compression and 
error correction(Blelloch, 2013). A methodical methodology for allocating codewords 
based on block probabilities was developed in 1949 by Claude Shannon and Robert 
Fano. Then, in 1951, David Huffman discovered the best technique for doing this. Early 
implementations were primarily hardware-based, with particular codeword selections 
made as trade-offs between compression and error-correction(Thanki & Kothari, 
2019b). With the rise of the Internet in the 1970s, the transfer speed of the File increased 
significantly. The first studies on universal lossless compression algorithms were on 
Lempel-Ziv-Welch (LZW) in the mid-1980s. (Badshah et al., 2016). With LZW, the first 
widely used data compression algorithm introduced in computers, a text file could be 
reduced to about half. (Thanki & Kothari, 2019b).  The Morse code, created by Samuel 
Morse in the middle of the 19th century, is an early instance of data compression. Dots 
and dashes are used to encode leers conveyed by telegraph. Morse observed that some 
letters appeared more frequently than others (Salomon, 2008). He assigned shorter 
sequences to leers that happen more frequently in order to decrease the average amount 
of time needed to transmit a message like e ( ⋅ ) and a( ⋅  −), and longer successions to 
sneers that happen less oftentimes, like q (− − ⋅  −) and j ( ⋅  − − −). This thought of 
involving more limited codes for all the more every now and again happening characters 
is utilized in Huffman coding, which we will portray in the chapter.

How Data Compression Works
He gave leers that occur more frequently shorter sequences in order to decrease the 
average amount of time needed to transmit a message (Sayood, 2017). Every DC method 
has its own set of guidelines. As an illustration, when text compression is started, the 
computer will give each of the text gaps a single byte. It will then pack the byte into a 
string that instructs the decoder where to place everything back (Jovanovic, 2022).
Image compression operates same way as text. Depending on the algorithm, you can get 
a file that is significantly smaller but with noticeably worse image quality, or something 
that is about the same size and virtually similar to the original. By either eliminating 
extraneous data or collecting identical or related bytes and assigning them a new value, 
compression enables the computer to reassemble the original data (Jamil et al., 2022; 
Otair et al., 2022).
The same information is repeated throughout most computer file types, making them fairly 
redundant. Programs for compressing files merely eliminate redundant information. A 
file-compression program presents a piece of information only once and then references 
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it anytime it appears in the original program, as opposed to listing the same information 
repeatedly. Consider John F. Kennedy’s 1961 inaugural address, where he gave the 
following well-known quote: “Ask not what your country can do for you -- ask what 
you can do for your country.” The quote consists of 17 words, encompassed 61 letters, 
16 spaces, 1 dash, and 1 period make up the quotation. The entire file size is 79 units if 
each letter, space, and punctuation mark eats up one unit of memory. We must look for 
duplications in order to reduce the file size.

Word Number of occurrences
Ask 2

What 2
Your 2

Country 2
Can 2
Do 2
For 2
You 2

About half of the phrase is unnecessary if the distinction between capital and lower-case 
letters is ignored. We have practically all the information we require for the complete 
quote in nine words. We just point to the words in the first half of the statement and add 
the necessary punctuation and spaces to complete the second half.

Classification of Data Compression Techniques
The data compression (DC) approach has recently been created for a variety of data 
kinds, making it challenging to choose the right strategy for a given application. The 
quality of the data, different coding methods, different types of data, and applications 
can all be used to classify data compression approaches (Jayasankar et al., 2021). The 
following subsections provide more information on various DC techniques.

Figure 1. Classification of the DC methods
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Classification of DC by data type
Techniques for DC are frequently employed for text, image, video, and audio data 
(Thanki & Kothari, 2019a). This section covers information on various DC methods 
and their features for each type of data.
Text Data
Lossless compression methods are frequently employed for text data. In order to 
compress textual data, Abel and Teahan created a number of preprocessing methods 
in 2005, including word substitution, phrase replacement, transliteration (from 
capital to tiny), coding of line endings, and alphabet recording (Navvabi et al., 
2022). The drawback of these techniques is that data compression requires longer 
processing times. Plato presented a BWT-based compression method for repeating 
text files in about 2008 (Díaz-Domínguez & Navarro, 2022). The BWT approach 
investigated binary text data’s Boolean reductions to produce compressed text data. 
Here, compressed text data was encoded using BWT coding (Platoš et al., 2008). 
Numerous real-world applications, including Facebook and texting, use this concept. 
Reversible transformation-based pre-processing method for converting text data 
to different forms was created by Roberts and Nadarajan (Sayood, 2018b, 2018a). 
Image Data
The idea of picture compression was developed as a result of efforts to optimize website 
and media data over the network. By using picture compression, the image size can be 
decreased without significantly affecting the image’s quality. You’ll be able to do this to 
cut down on transfer and storage costs as well as time (Nuha et al., 2022). 
The process of compressing image files can be done in a variety of ways. The JPEG 
format and the GIF format are the two most popular compressed graphic image formats 
for use on the Internet. While the GIF approach is frequently used for line art and 
other images with relatively simple geometric features, the JPEG methodology is more 
frequently utilized for photography. Wavelets and fractals are two other methods of 
image reduction(Javed et al., 2018). As of the time of this writing, these techniques have 
not become widely accepted for use on the Internet. Nevertheless, both techniques show 
potential as they provide higher compression ratios for particular types of images than 
the JPEG or GIF techniques (Larobina & Murino, 2014). The PNG format is another 
emerging technique that might eventually take the place of the GIF format. There is 
a limit to how much a text file or software may be compressed without introducing 
mistakes. Lossless compression is the term for this. Errors are introduced after this. 
Lossless compression is essential for text and program files because a single error can 
significantly alter a text file’s meaning or prevent a program from running. A slight 
quality reduction during image compression is typically undetectable. There is no 
“critical point” beyond which compression is impractical but up to which it functions 
perfectly(Javed et al., 2018). The compression factor can be higher when there is some 
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loss tolerance than it can be when there is none. Graphical pictures can therefore be 
compressed more than text or program files.
You can gain from image compression by having your photos load more quickly and 
having your webpages load more quickly (Brahimi et al., 2022). Additionally, image 
compression might provide you with extra advantages like:

 • Reduction of the File Size: One of the main advantages of image compression is 
this. You can reduce the image until it is the right size, regardless of the file size 
you are working with. This suggests that, until you alter the image, it occupies 
less space on the webpage and stays the same size physically.

 • Create Websites with less Bandwidth: Webmasters can build websites with 
numerous images without using a lot of storage or bandwidth if they choose 
reduced image sizes.

 • Faster Loading on Mobiles: People access websites on a variety of devices, 
including tablets, iPads, and much more, in addition to mobile phones. Your 
website will load more quickly on all devices if the picture files on it are small.

 • Maintain Image Quality: If the quality of your photographs is an issue for 
you, you can conduct lossless image compression without suffering any image 
quality loss.

 • Easy Storage: You can save more photographs on your hard disk since lower 
image sizes use less storage space than larger image sizes.

Audio Data
In order to drastically reduce file sizes and make it easier to share music and recordings 
over the network, audio data compression is a crucial and essential technique. Simply 
put, the current audio streaming environment would not exist without audio compression. 
Recently, authors created the linear prediction coding-based audio compression standard 
IEEE 1857.2 (LPC) (RANDHAWA, 2022). This standard offers higher-quality, lossless 
compression for audio signals with fast processing. In this method, pre-processing and 
an entropy coding block are done after the audio stream has already been encoded using 
LPC. When applied to voice and audio signals, this approach is effective. This method 
allows compressed original audio signals to be recreated. The development of a scalable 
variable bit rate encoding-based audio compression method (Hoang Thi Hang, 2022) It 
can be used for any variation in bandwidth.
Video Data
Real-time video compression is a challenging and significant subject that has sparked a 
lot of study. This corpus of knowledge has been heavily included into the H.261/H263 
and MPEG motion video specifications (Ma et al., 2020). However, certain crucial 
issues have not yet been addressed. This chapter describes a potential replacement for 
these standards that has superior compression properties and requires far less processing 
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power to fully implement. (Duan et al., 2020).
Moving digital video pictures have been incorporated into applications since around 
1989. The enormous bandwidth needed for the encoding of video data is what makes 
it challenging to integrate moving digital video. A quarter-screen image (320 x 240 
pixels), for instance, needs to be stored and sent at a rate of 6.9 million bytes per second 
in order to play at full speed on an RGB video screen at 30 frames per second (FPS). 
This data rate is just unaffordable, so finding ways to compress digital video so that 
it may be played back in real-time is a must for the mainstream adoption of digital 
motion video applications(Chowdhery & Chiang, 2018). There are numerous digital 
video compression techniques that have been created and used. These algorithms’ 
compression ratios (CR) change depending on the subjectively accepted degree of error, 
how the term “compression” is used, and who is making the claim. The digital video 
often has a lot of information for both transmission and storage (Javed et al., 2018). 
Compression is therefore required for the storage and transmission of any video stream. 
Researchers created a number of methods to effectively compress video streams. The 
Moving Pictures Experts Body (MPEG) is an ISO working group that creates numerous 
video stream compression standards (Duan et al., 2020). 

Classification of DC by data quality
Generally, the employment of a data compression technique in a particular application 
has an impact on the quality of the data. The quality of compressed data is not given much 
consideration when compression techniques are utilized in applications that pertain to 
communication. However, the data loss is intolerable in applications involving text data 
compression. Small changes in image pixels are also undesirable when compressing 
satellite images or medical images. As a result, the type of data or application involved 
has a significant impact on the quality of the data in the data compression technique. 
Data compression techniques can be classified into lossless compression and lossy 
compression based on the quality of the compressed data that is required (Thanki & 
Kothari, 2019a).
Reconstructed data from compressed data in lossless compression resembles the 
original data. Data cannot be increased by the noise. Thus, it is referred as lossless. Most 
applications where information loss is unacceptable, such as those involving medical 
images, text, satellite imagery, etc., use lossless data compression. Reconstructed data 
in lossy compression is not an exact replica of the original data. This kind of approach 
involves a certain amount of data or information loss. In comparison to lossless 
compression techniques, lossy compression approaches can obtain a larger compression 
ratio(Blelloch, 2013; Rao & Yip, 2018).

Classification of DC by coding approach
This section categorizes data compression methods based on well-known coding 
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methods like dictionary-based predictive coding (PC), transform coding (TC), fractal 
compression (FC), wavelet transform (WT), and vector quantization (VQ). Also these 
methods include arithmetic, run-length encoding (RLE), Burrows-Wheeler Transform 
(BWT), Huffman coding (HC), and run-length encoding (RLE).

Huffman Coding 
The fundamental concept of file compression is Huffman coding, a data compression 
algorithm. The method functions by building a binary tree with nodes. A node can either 
be an internal node or a leaf node. All nodes are initially leaf nodes, which include the 
character’s weight (frequency of presence), as well as the character itself. Character 
weight and linkages to two child nodes are both found in internal nodes. Following the 
left child is denoted by bit 0 and following the right child by bit 1, respectively. n leaf 
nodes and n-1 interior nodes make to a finished tree. For the most ideal code lengths, it 
is advised that Huffman Tree throw away any unneeded characters in the text (Sayood, 
2018a). The Huffman Tree can be built using a priority sequence as a basic illustration 
of the HC method, with the node with the lowest frequency having the highest priority. 
Below are all of the steps:

1. For every character, make a leaf node and add them to the priority queue.

2. Although there are multiple nodes in the queue:

 • Remove the two nodes of the highest priority (the lowest frequency) from the 
queue.

 • Add these two nodes as children of a new internal node with a frequency equal 
to the sum of both nodes’ frequencies.

 • Add the new node to the priority queue.

3. The tree is finished when just the root node remains.

Arithmetic Coding
Important coding for the creation of compressed data utilising variable length codes was 
created by Langdon in 1984 (Kumar et al., 2021). Arithmetic coding is the name of this 
coding method. This method is more popular in practical applications and is superior 
to human coding. Lossless data compression employs a type of entropy encoding 
known as arithmetic coding (AC). As with the ASCII code, a string of characters is 
often represented using a fixed number of bits per character. An algorithm for arithmetic 
coding converts a whole file’s worth of symbols into a single decimal integer (Guo 
et al., 2021). Each iteration processes a single input symbol. The code word for the 
complete string of symbols is chosen using the interval that is generated at the end 
of this division operation. Two categories of coding exist, including binary arithmetic 
coding (Klein & Shapira, 2021) and adaptive arithmetic coding (Dudhagara & Patel, 
2017).  When dealing with sources with limited alphabets, including binary sources, 
and alphabets with significantly skewed probability, the AC is very helpful. When the 
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modelling and coding components of lossless compression need to be kept apart for a 
variety of reasons, it is also a very helpful method.

Dictionary Coding
In order to produce greater compression, dictionary compression algorithms use a 
variety of strategies that take into account the data’s structure (Cinque et al., 2009). The 
idea is to avoid keeping redundant strings for words and phrases that repeatedly appear 
in the text stream. The most frequently used words or phrases are kept in a dictionary, 
which is used by the coder to generate tokens for output. Ideally, the words or phrases 
are repeated throughout the page and the tokens are significantly shorter than the actual 
words or phrases (Thanki & Kothari, 2019b).
When reading an input string, an encoder looks for recurrent words and outputs those 
words’ dictionary indices. A new word is produced in its uncompressed form and added 
as a new entry to the dictionary. The primary operations are efficient encoding, dictionary 
upkeep, and string comparison. Both compressors and decompressors keep a lexicon on 
their own. Generally speaking, dictionary-based algorithms are quicker than entropy-
based ones (Cinque et al., 2009; Navvabi et al., 2022). Instead of treating the input as a 
stream of bits, they treat it as a series of characters. The compression method receives a 
stream of symbols as input, and the output is a combination of tokens and words in their 
original form. The coding system can be categorized as working in variable-to-fixed 
fashion when it outputs tokens since, in its simplest version, each string to be encoded is 
of a varied length but the code words, or the dictionary’s indexes, are of the same length.
Due to the fact that the dictionary is changed during the compression and decompression 
processes, dictionary-based techniques are adaptable (Blelloch, 2013). The dictionary’s 
contents change depending on the order in which the compressed text is entered. 
Dictionary techniques rely on finding recurring patterns rather than any statistical 
model. As a result, neither the statistical model’s quality nor the source’s entropy have 
any bearing on the compression effect. As a result, it can frequently obtain a better 
compression ratio than techniques that use statistical models (Cinque et al., 2009).

Run Length Encoding (RLE)
A straightforward method of lossless data compression called run-length encoding (RLE) 
applies to sequences where the same value appears repeatedly. In order to store just one 
value and its count, the sequence is encoded (Birajdar et al., 2019). For instance, if the 
sample string is “mmmmaaadexxxxxx”, then the process should return “m4a3d1e1x6”. 
To solve this issue, adhere to the methods listed below::

• Choose the first letter of the source string.
• Add the chosen character to the string’s final destination.
• Count how many times the chosen character appears after that and add that 

number to the final string.
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• If the string’s end isn’t reached, choose the next character and repeat steps 2, 3, 
and 4.

Predictive and Transform 
Predictive coding and transform coding are the bases for another classification of data 
compression techniques. Predictive coding uses input data that is already accessible to 
anticipate compressed data, and it performs encoding depending on the discrepancy 
between the predicate data and the actual input data (Chowdhery & Chiang, 2018). This 
method is the simplest, clearest, and most useful for compressing texture images. When 
using transform coding, the input data is first converted into its transformed coefficients, 
and then these coefficients are encoded. Here, different transformations like the discrete 
Fourier transform (DFT), discrete cosine transform (DCT), and discrete wavelet 
transform (DWT) are widely used (Rao & Yip, 2018). The transform coding method, 
which is referred to as the better compression method, offers superior compression to 
data utilising a small number of coefficients.
Vector-based Compression
In vector quantization, blocks or vectors are formed from the source output. As 
an illustration, we can think of [X] successive speech samples as the elements of a 
[x-dimensional] vector. Alternately, we can treat each pixel value in a block of L pixels 
from an image as a component of a vector of size or dimension [X]. The vector quantizer 
receives this vector of source outputs as input. We have a collection of [X-dimensional] 
vectors at the vector quantizer’s encoder and decoder known as the vector quantizer’s 
codebook(Blelloch, 2013; Faria et al., 2012). The “code-vectors” in this codebook are 
chosen to be typical of the vectors we produce from the source output. A binary index 
is assigned to each code-vector. The input vector is compared to each code-vector at the 
encoder to determine which code-vector is most similar to the input vector (Blelloch, 
2013). The quantized values of the source output make up the codevector’s elements. 
We broadcast or store the binary index of the code-vector in order to provide the decoder 
with information about which code-vector was determined to be the most similar to the 
input vector. Given its binary index, the decoder can obtain the code-vector because it 
uses the exact codebook.
EZW SPHIT
The Embedded Zero-tree Wavelet is known as EZW. On many test photos, it provides 
good results for compression. J. Shapiro provided the introduction. It uses adaptive 
arithmetic coding and is a lossless compression technology. It is a useful algorithm for 
compressing images (Dudhagara & Patel, 2017). For picture coding, it generates a fully 
embedded bit stream. This method uses DWT, critical information is missing, entropy 
coding, and lossless compression using arithmetic coding. Most coefficients produced 
by a subband transform will be 0 or very close to zero when the bit rate is low. Since 
low frequency information is included in nearly all standard test photos, it is close to 
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zero. High frequency information is sent using high quality schemes. This is crucial to 
how people judge the quality of images (Dudhagara & Patel, 2017). Set Partitioning 
in a Hierarchical Tree is referred to as SPIHT. This EZW technique has been changed. 
It is an image compression coder based on wavelets. It transforms the image into a 
wavelet. The best image quality and high PSNR values were produced by this method, 
which is what makes it so essential. It provides a fully progressive bit stream and can 
be used for lossless image compression. This algorithm’s key benefit is that it is entirely 
progressive. Wavelet transform coefficients are coded and sent using this technique. 
Therefore, it is beneficial to gradually regenerate the original copy of the image. This 
technique for compressing images is quite effective. It produces a compressed bit-stream 
and has fewer complexes, which makes it easier to decode at various transmission rates 
(Dudhagara & Patel, 2017).

Classification of DC by type of Application

Depending on the application, the DC techniques can be used in a variety of apps. It 
is challenging to categorise each method according to where it can be used. In this 
part, various application areas of DC methods are briefly explored along with their 
features for diverse purposes. A data compression strategy can be used to limit the 
quantity of information being transferred in a network, resulting in a reduction in 
power consumption, which is a major power consumer in wireless sensor networks 
(WSN). This implies that a higher data compression ratio results in a higher percentage 
of power savings (Shin & Kim, 2016). Image compression significantly reduces the 
amount of storage space and transmission bandwidth needed, which not only supports 
the broad use of medical imaging but also serves as one of the most crucial foundational 
technologies for telemedicine applications. This is crucial in endoscopy as well, which 
is the process of gathering and saving a lot of data for more accurate diagnosis. Different 
DC approaches are utilised for different kinds of data, including databases, signals, data 
from remote sensing, and DNA sequences. As a result, the DC has a wide range of 
applications, which demonstrates its vital role in current technological trends (Thanki 
& Kothari, 2019b).

Evaluation metrics for data compression
There are several ways to assess a compression algorithm (AA Azeez, 2016; Baker et 
al., 2014). We may evaluate the algorithm’s relative complexity, the memory needed to 
implement it, the speed at which it runs on a specific machine, the level of compression, 
and how closely the reconstruction resembles the original (Faria et al., 2012). The final 
two criteria will be our main focus in this chapter. Let’s examine each one individually.
Looking at the ratio of the number of bits needed to represent the data before compression 
to the number of bits needed to represent the data after compression is a pretty natural 
way to gauge how well a compression algorithm compresses a given batch of data. The 
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compression ratio is the name of this ratio. Let’s say that 65,536 bytes are needed to 
store a 256x256 pixel square image. 16,384 bytes are needed to store the compressed 
version of the image. The compression ratio, in our estimation, is 4:1. The reduction in 
the quantity of data required as a percentage of the size of the original data is another 
way to express the compression ratio. The compression ratio determined using this 
method in this specific case would be 75%. 
The average number of bits used to represent a single sample is another approach to 
report compression performance. Typically, this is referred to as the rate. For instance, 
in the above-mentioned compressed image, the compressed representation’s average bit 
rate per pixel is 2. We could therefore state that the rate is 2 bits per pixel. 
The reconstruction in a lossy compression is different from the original data. As a result, 
we need a method for measuring the difference in order to establish how effective a 
compression algorithm is. The distortion is the term used to describe the variation between 
the original and the reconstruction. Lossy compression methods are typically employed 
for data that started off as analog signals, such speech and video(AA Azeez, 2016). 
Human beings are the ultimate arbiters of quality in speech and video compression. The 
quality of the reconstructed waveforms is assessed using a variety of approximations of 
distortion because it is challenging to mathematically represent human responses.

Conclusion
Data compression is the technology term utilized in current computing technology 
that spotlights on the decrease in the quantity of pieces expected to represent data. 
Compression can increase file transfer speed, preserve storage space, and lower the 
cost of storage hardware and network bandwidth. In this chapter, the basic concepts and 
importance of advanced technological DC methods used in many real-life applications 
are discussed. The role and importance of data compression technology are described 
in detail in the first chapters, and in the second, the categories and classification of 
DC methods are presented. The main methods of the DC are described in detail in 
this section. In the section, the evaluation criteria of DC, which are more important 
for evaluating the performance of DC techniques, are presented. In the last part of the 
chapter, general and special purpose applications such as WSN, medical imaging, DNA 
data, signal data, databases and remote detection using DC methods are discussed.
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Ancillary Services
Ancillary services (AS) are services related to the security and maintenance of distribution 
systems such as frequency response stability, providing fast backup, providing reactive 
power, system restoration, black start etc. In conventional electric power systems 
where the power flows unilaterally (i.e. from transmission systems towards distribution 
systems), AS are usually provided by production plants connected to the transmission 
system. Various institutions emphasize the transmission system operator (TSO) as the 
acting agent when defining AS. In this context, European Network of Transmission 
System Operators for Electricity (ENTSO-E) defines AS as the application of assorted 
functions to ensure system security of the TSO (ENTOS-E, 2017). 
EURELECTRIC defines AS as the services required for transmission and distribution 
system operators to provide the power quality, integrity and stability of the electrical 
power system at the specified level (EURELECTRIC, 2011). AS; supplied to its 
production, transmission and control systems, ensure that energy produced is transported 
to consumers safely and continuously (Luo, 2015).
The Federal Energy Regulatory Commission (FERC) of the United States defined 
AS as; “Given the obligations of the control areas, the services required to support 
the transmission of electrical energy from the seller to the buyer and to maintain 
reliable operations of the interconnected transmission system in these control areas. 
AS provided with production include load tracking, reactive power voltage regulation, 
system protection services, loss compensation services, system control, load dispatch 
services and energy imbalance services.” It is also stated that traditionally AS are 
provided by generators, but they require a change in the equipment that can be used to 
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offer variable services, to accommodate variable renewable energy resources production 
and to develop smart grid technologies (FERC, 2018: https://www.ferc.gov/market-
oversight/guide/glossary.asp). In the Electricity Market Ancillary Services Regulation 
published by Republic of Turkey Energy Market Regulatory Authority (EMRA), it is 
defined as “the services to be provided by the relevant real/legal persons connected to 
the transmission system or distribution system, defined to ensure the reliable operation 
of the transmission or distribution system and the provision of electricity to the service 
under the necessary quality conditions”. Supply of AS varies by country. In some 
countries, services are provided with an ancillary service market according to the free 
market conditions, while in other countries, they are compulsory and in the form of 
services based on legal regulations.
Types of AS
From the production of electrical energy to the end consumer, energy must be handled at 
the quality determined by standards and regulations. In conventional systems where the 
power flow has only one way which is from the transmission system to the distribution 
systems,  AS are provided from the production facilities under the control of the TSOs 
in order to keep the voltage and frequency parameters in certain specified limits. AS can 
be classified roughly as in Figure 1.

Figure 1. Classification of AS
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Frequency Control: 

The frequency is controlled by TSOs. TSOs are in charge of maintaining a precise 
balance between electricity production and consumption, which is necessary for reliable 
grid operation. By regulating the quantity of active power produced and/or consumed, 
the supply-demand balance of electric energy should be maintained in the electrical 
power system’s 200 mHz band. A fixed percentage of the active power reserve is 
used for frequency regulation. In cases where the system frequency drops below the 
determined value, frequency control backup is used. Frequency control is divided into 
three categories:

 • Primary frequency control,
 • Secondary frequency control,
 • Tertiary frequency control.

With the oscillation in the frequency of the power system, primary frequency controls 
are activated first. Primary control reserves in the frequency swing ± 200 mHz band are 
active and keep the oscillations intact. Then, secondary frequency control is activated, 
bringing the system frequency to nominal value. Tertiary frequency control generally 
provides production and consumption balance with load throw-on and load throw-off 
instructions. Similarly to secondary control, it supports secondary reserves with tertiary 
frequency control and indirectly makes primary control reserves suitable (OpHB-Team, 
2009).
The response time of the system frequency resources used for the restoration of European 
countries and in Turkey is as follows:

 • Interaction of primary frequency control sources within 30 seconds and 
maintaining at least 15 minutes,

 • The secondary frequency control reserves should be activated within 30 seconds 
and increase the frequency value to the nominal level within 15 minutes,

 • Tertiary frequency reserves are also expected to increase to maximum power 
within 15 minutes.

Voltage Control 
It is a mandatory service applied to keep the voltage of the power system within the 
certain  operating voltage limits. Voltage control in the electrical power system is 
largely carried out by reactive power control. In order for the reactive power demanded 
by the grid to be transmitted over long distances, the locations of the reactive power 
generation resources throughout the grid should be set and compensation investments 
should be made at appropriate locations. The regulation of the voltage between the 
determined limit values in the entire electrical power system is carried out with a three-
level hierarchical system:

 • Primary voltage control,
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 • Secondary voltage control,
 • Tertiary tension control.

Primary voltage control is carried out with controllable devices such as Automatic 
Voltage Regulators (AVR) and Static VAR compensators. The primary side of voltage 
control is an automatic, local control that brings the voltage value in a given feeder to 
the set value. Secondary side of voltage control is a central, and again, automatic control 
system used by regulatory agencies to manage reactive power flows locally. Tertiary 
voltage control optimizes the reactive power flow in the grid manually. Based on the 
relationship between voltage and reactive power, equipment capable of producing and 
consuming reactive power is included in the tertiary control. Equipment capable of 
producing and consuming reactive power are included in the tertiary control. (2022, 
URL-2).
The reactive power needed for voltage control is provided locally at the points of 
requirement. Reactive power; generators from dynamic sources are provided from 
systems such as synchronous compensators (STATCOM). In addition, capacitor banks 
from static sources are provided from static voltage controllers and flexible alternating 
current transmission systems (FACTS) (Hung, 2011).
Black – Start 
Black-start refers to re-energization processes in case the electric power system collapses 
in a wide area or completely after the disruptive effect. After re-energization actions are 
ensured by system stability, the customers are fed with the production facilities that 
can be commissioned without the need of an external energy source, the power system 
is energized and the other production facilities are commissioned. Restoration of the 
power system which means re-energization from system collapse is carried out with 
frequency stabilization and re-synchronization stages.
Demand Control
Agreements between the system operator (SO) and consumers are based on participation 
in frequency control by reducing the demand for electrical energy. Demand control is 
carried out by separating some of the burdens of consumers from the grid. In cases 
where the energy supply is insufficient or the demand is high, instantaneous demands 
are created that can be used in frequency control. It aims to participate in demand control 
with a large strong industrial facility.
In the United Kingdom, a maximum period of 30 minutes has been determined in demand 
control agreements and this period has been determined as 15 minutes in the Electricity 
Market AS Regulation published by EMRA. Similarly, in the UK, the demand control 
reserve must be at least 3 MW. In Turkey, while there is no lower limit value, it is stated 
that the offers of the consumers who will participate in instant demand control should be 
in the form of 1 MW and its multiples.
Instant demand control is realized with low frequency relays. The setting value of the 
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low frequency relay is based on the automatic reduction of the demand from 10% to 
20% if the system frequency drops to 49.0 Hz. It is suitable for participating in the 
instant demand control of the cement and iron-steel industries. Consumers’ demand for 
electrical energy can be reduced to another time period or the demanded energy can be 
supplied from the generator or embedded production facilities owned by the facility 
behind the point of measurement.
In coming years, as the renewable-based distributed resources integration in electrical 
power systems increases, demand control seems to be increased consumption as well. 
In the statement made by European Power Exchange (EPEX), which is one of spot 
market managers in Europe, it was reported that the prices of electrical energy units in 
Germany were negative on 24 and 26 December 2017 (2022, URL-1). It is likely that 
excess production will occur due to seasonal and climatic characteristics, especially 
during long periods such as night, weekend and holidays (EURELECTRIC, 2004).
Other Ancillary Service Types: In the above titles, the types of AS that have been adopted 
in almost all energy markets are given. Other types of AS in different world applications 
are as follows:
Optimization of Grid Losses 
In electrical power systems, some energy is lost due to the heating of the conductors 
and transformer windings. Countries like Austria and Belgium expect these losses to be 
compensated by the SO. Due to that, special market mechanisms have been created to 
dispose of  the linked loss.
Power Quality
The electric power system is subject to several disruptive effects in terms of power 
quality. Power quality issues are caused by variations in the primary dimensions of 
the power system—current, voltage, and frequency—that are outside the permissible 
limit values. These variations lead to consumer electronics failure or breakdown. The 
provision of reactive power services, frequency control, voltage control, and limit 
values established by voltage and frequency standards would all improve power quality 
characteristics within the ambit of AS in electrical power systems.(Delkhooni, 2019).
Congestion Management
With the rising prevalence of renewable energy sources, AS will be provided in the long 
term, from the distribution level to grid connected production. In order to provide AS 
at the distribution level, studies have been carried out on a project basis against the lack 
of a definite framework on how to coordinate between transmission and distribution 
SOs (TSO and DSO). In order to benefit from the flexibility that can be provided by 
the generation facilities in the power system, it is important to establish a legislative 
infrastructure that will ensure the collaboration between TSO and DSO. Thus, congestion 
situations can be overcome with strong communication and cooperation between SOs 
and by making more use of system flexibility (Zipf, 2016).
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Resources in Distribution Grid for AS
With the spread of Distributed Energy Resources (DER), the current roles of transmission 
and distribution systems, Transmission System Operator (TSO) and Distribution System 
Operator (DSO) are changing day by day. In conventional electrical systems;

 • The transmission grid is a system with high voltage (154 kV, 380 kV, etc.), 
interconnected with parallel lines and bidirectional energy flows, where large 
production facilities and large loads are directly connected.

 • Distribution grids are characterized by one-way energy flow, medium and low 
voltage (31.5 kV, 15.8 kV, etc.), radial, from connection point in transmission 
grid to loads, almost any production facility (very limited production facilities 
compared to all production facilities) is not directly connected and loads are only 
a statistically predictable system.

 • Only large power plants were allowed to participate in wholesale markets, and 
these provided frequency and voltage control AS to the system (Rebours, 2007).

Renewable production sources with inverter systems such as solar and wind connected 
to the distribution grid, storage systems, electric vehicles, smart meter systems, etc. new 
technologies change the architecture and operation of the power system.
With the increase of renewable-based distributed production facilities connected on the 
distribution level, utilization of AS in the distribution grid comes to the agenda. The 
increase in the prevalence of distributed generation facilities in the distribution grid 
has significant effects on the concepts of operation, control, protection and reliability 
in existing power systems. Active and reactive power flows cease to be unidirectional. 
The energy source non continuance (cloud transitions, sudden changes in wind speed) in 
RES based production facilities such as wind and solar causes sudden changes in power 
systems. In addition, the operation of the distributed generation facilities with a constant 
power factor independent of the grid operating conditions causes a voltage increase 
at the connection point. In cases where the demand for electrical energy changes, 
constant active power supply to the distribution system causes increased line losses and 
reverse power flows from the distribution system to the transmission. Therefore, it is 
aimed at reshaping the ancillary service markets and providing AS from the distributed 
production sources of both transmission and distribution system operators; studies for 
determining pre-qualification, procurement, activation and settlement processes and 
TSO-DSO coordination are ongoing.
Below, the sources in the distribution that can be used for the AS in the distribution 
network are examined.
Distributed Energy Resources
Despite the advantages of conventional electrical energy systems, the trend towards 
distributed production resources is increasing for the following reasons:

 • To meet the increasing demand for electrical energy, more fossil fuels are needed 
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to meet the demand in conventional energy systems. 
 • To meet the increasing demand, adopt the concept of consume where you 

produce (prosumer) due to problems such as the existing systems are not in the 
desired reliability and cause technical and economic losses encountered in the 
transmission of the produced energy to the consumed region. 

 • Many countries prefer renewable energy sources by reducing the use of fossil 
fuels that cause environmental pollution according to the Kyoto Protocol. Thus, 
it is desired to prevent climate change and to prevent global warming problems 
by reducing greenhouse gas emissions

Wind, hydraulic, solar, biomass, geothermal and cogeneration energy systems which 
are among renewable energy sources are preferred due to some of the mentioned 
problems of conventional production systems. In the coming period, it is expected that 
distributed generation plants based on renewable energy sources such as solar, river 
hydro, geothermal and wind will become more widespread. With the widespread use 
of distributed generation plants in Turkey it is expected to reduce the investment costs 
for the transport of electricity generated from east to west. In addition, it is predicted 
that technical losses caused by long lines will decrease. The following table shows the 
ratio of installed power distributed generation plants connected to the distribution grid 
in Turkey, according to the February 2020 report shows EMRA sector.

 
Table 1. Distributed generation installed power plants in Turkey

Resource Type Installed Power (MW) Rate (%)
Solar 5,883.41 92.36

Natural Gas 331.18 5.20
Biomass 75.67 1.19

Wind 70.83 1.11
Hydraulic 8.65 0.14

The Overall Total 6,369.74 100.00

In addition, with the developing technologies, micro grid systems are expected to be 
developed by using storage systems, with the spread of distributed production plants 
and cost reduction. Rural areas supply with micro-grid, especially long feeders in 
distribution regions;

 • Failure to be not subjected to long-term interruptions in failures (increasing 
energy supply continuity)

 • It will be beneficial to reduce the distribution grid investment and operating 
costs to be made in the region.

Reactive power support can be obtained from storage systems using solar inverters, 
solar power plants, and some wind power plants.
With the increase in grid integration of renewable production sources, it will have 
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the potential to provide AS to the grid. Many of the AS that are currently given by 
synchronous generators and voltage regulators might potentially be provided by 
inverters placed with distributed generation systems and rooftop solar systems. These 
services include harmonic reduction, voltage regulation, flicker control, reactive power 
compensation, and active power filtering. Wind turbines and variable speed generators 
have the ability to provide the grid more. 
Energy Storage Systems
Energy storage systems are an important component in providing flexibility and 
supporting renewable energy integration in the energy system. It can balance central and 
distributed electricity production, as well as contribute to supply security. It will have a 
complementary effect on energy storage, demand-side management, flexible production 
and grid development. Energy storage can also contribute to the de-carbonization of 
other economic sectors and support the increased share of the integration of variable 
renewable energy in transport, building or industry. The role of the energy storage 
area with electricity, which technologies and innovative solutions seem more suitable 
for different purposes and possible policy approaches should be evaluated within the 
framework of clean energy (Kling, 2000).
Storage technologies have started to appear as more cost effective, wide-ranging and 
very profitable grid participants, considering today’s technologies. Below are some 
energy storage systems.

 • Chemical Energy Storage Systems
o Lithium-ion (li-ion) batteries

 • Lithium cobalt oxide
 • Lithium manganese oxide
 • Lithium iron phosphate
 • Lithium titanate

o Redox flow batteries
 • Vanadium redox batteries
 • Zinc bromine batteries

o Lead batteries
o Nickel cadmium batteries
o Sodium sulfide batteries
o Sodium nickel chloride batteries
o Metal-air batteries

 • Ultra / Super Capacitors
 • Compressed Air Energy Storage
 • Pumped Hydro Storage
 • Flywheel

Storage systems can perform many functions such as frequency control, voltage control, 
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power balancing, commercial and improving grid power quality at the same time. This 
makes it difficult to answer the question of how to define storage systems in the grid. 
While defining energy storage systems;

 • Firstly, the target application should be determined (AS, investment deferral, 
energy arbitrage etc.), 

 • Optimum power value and optimum capacity value should be determined 
according to the application determined. Optimum size and location can be 
determined with algorithms that will work according to the final purpose. 

 • After correct sizing, the connection level to the grid should be selected. The 
usage factor should be determined according to the battery technology chosen. 

 • The application type should be determined according to the primary, secondary 
and tertiary applications according to the application priority. For example, 
primary application is primary frequency control, secondary application is 
energy arbitrage, etc. priorities can be determined.

Unlike other equipment used in the electricity grid, energy storage systems have a wide 
variety of technologies and capabilities. Unlike other equipment used in the power grid, 
energy storage systems have a wide variety of technologies and capabilities. For this 
reason, storage technology is selected according to the application and location of the 
application. Battery features seem to vary according to the battery type to be selected. 
Battery features:
Energy capacity: The energy capacity of a battery is the total energy obtained by a 
full discharge, expressed in an ampere-hour (Ah) or watt-hour (Wh). Energy available 
from a battery is a function of discharge rate and temperature. Therefore, the capacity of 
the battery is usually indicated on the label next to these conditions. For many battery 
technologies, the energy capacity decreases over time and usage. Also, while high 
temperatures accelerate capacity reduction, the average charging status is also effective 
for capacity reduction for some technologies.
Energy density: Energy density (or specific energy) defines how much energy a battery 
stores (at a certain temperature and discharge rate) per mass or volume unit.
Power capacity: Power is the speed of energy transfer. The ability of a battery to 
charge or discharge power generally varies depending on the state of charge (SOC) and 
temperature. Charge rate (C-Rate) values are used to compare the charge and discharge 
power capabilities of the batteries. C-Rate is the normalization of the power output / 
input according to the energy capacity of the battery. For example, a 10kWh battery with 
5 kW charge / discharge is known to charge / discharge at C2 or 0.5C. A 10kWh battery 
with 20kW charge / discharge is known to charge / discharge at C0.5 or 2C. Batteries 
with high C-Rate can charge or discharge their capacity quickly.
Power density: Power density (or specific power) defines how much power a battery 
can deliver or supply (at specific temperature and SOC level) per unit of mass or volume.



138

Current Studies in Basic Sciences, Engineering and Technology

Response time: The time it takes for a battery system to respond to commands.
Ramp rate: It is the rate of increase or decrease of the output power of the battery 
system.
Cycle life: Cycle life defines the ability of a battery to withstand repeated charge and 
discharge.The cycle life definition is usually provided by lead acid battery manufacturers 
based on a specific temperature and discharge depth (DoD). For example, a 10 kWh 
battery with 3500 cycle life at 40% DoD is expected to have 1400 cycle life at 100% 
DoD. However, it should be noted that the conversion rates rarely occur in applications.
Shelf life: Shelf life indicates the time to reach the end of the battery’s life if stored 
under ideal conditions. Therefore, this value represents the upper limit of the lifetime 
that can be achieved in the field. It should be noted that the ideal conditions for batteries 
to charge are significantly different between technologies.
Round-trip efficiency: It is the ratio of energies entering and exiting the battery during 
a complete charge-discharge cycle. It is a useful parameter to learn the expected loss 
during energy transfer.
Self-discharge rate: Self-discharge rate defines the discharge rate of the battery in the 
no-load state. It is usually expressed in x% per month. For example, a 10kWh battery 
with a 5% self-discharge rate is expected to lose 5% SOC or 0.5 kWh for a month while 
in standby. Self-discharge typically increases with increasing ambient temperature.
Temperature range: Batteries can be damaged or become unsafe when certain 
temperatures are reached. Therefore, a temperature range in which the battery has to be 
operated is usually determined by the manufacturer.
Voltage range: Some battery technologies are sensitive to overcharge or over discharge. 
As a result of this situation, manufacturers often determine a voltage range in which the 
battery should be present.                                                                 

Figure 2. Energy storage systems technologies and characteristics
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Participation in AS Capabilities of Storage Systems
Some storage technologies are excellent frequency and voltage regulation providers 
because the zero net energy source matches the zero net energy source. The fast 
response and sensitive control offered by storage outperform the control capabilities 
of many conventional production plants. Technologies that can provide repeated high-
speed storage capacity without degradation in their performance are the most suitable 
frequency and voltage regulation providers.
In the EU countries, the need for fast and flexible storage systems will increase further 
in the near future, as base-loaded power plants (e.g. coal-fired power plants or nuclear 
power plants) are increasingly replaced by renewable production sources (e.g. wind 
or photovoltaic). For example, WWF Solar GmbH, located in Eberswalde, Germany, 
which integrates renewable energy sources into the grid, started to build a storage 
system to provide secondary balancing capacity using Vanadium Redox Flow storage 
systems (2018, The Independent, http://www.independent.co.uk/news/business/news/
germany-energy-consumer-christmas-paidsupply- demand-outstrip-renewables-wind-
solar-a8129716.html). In addition, a multi-purpose power station is being built in AK 
Berlin-Schönefel to provide AS to a 3,800 kWp photovoltaic system, the TSO of the 
German utility area in the high-voltage grid. For this purpose, 25 Vanadium Redox Flow 
Storage Systems with 12,500 kW power and 50,000 kWh capacity are used.
Another energy storage application was used in the black start application. The 33MW / 
20MWh lithium-ion battery energy storage system (BESS), which provides grid stability 
in daily use and helps smooth out output from local renewable power supplies, has been 
used to launch 44 MW combined cycle natural gas at El Centro Production Station in 
Valley, in California (Divya, 2009).
Energy storage systems provide the following services in terms of AS participation in 
electric power systems:

 • Load following,
 • Regulation,
 • Frequency response,
 • Reserve capacity,
 • Voltage support,
 • Black start.

Electric Vehicles 
The use of electric vehicles by the day as well as throughout the world is increasing 
in Turkey. In addition to adding a new load to distribution and transmission grids, the 
widespread use of electric vehicles can be evaluated in the context of grid reliability and 
load management and energy quality as they are used as storage sources (Saygın, 2019).
The Electric Vehicles’ (EV) batteries are designed in both directions so that EVs can 
support AS in the grid. In this way, it will be possible to transfer energy from vehicle to 
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grid (V2G) or from grid to vehicle (G2V).
In order to use electric vehicles in AS, the distribution grid manager must keep the 
number of EVs connected to the grid under control. In the event that the number of 
vehicles connected to the grid and the occupancy rate of the vehicle batteries is sufficient, 
the signal to be supplied will be used to start the reference part (this signal is an example 
of the sinusoidal signal in the grid) and to provide AS to the grid, since the voltage signal 
will include magnitude and phase shift.
Prevalence of Electric Vehicles
A robust charging infrastructure must be built in order to expand EV use. Since EVs 
represent the mobile demand for electricity, they theoretically have the ability to draw 
power from the grid at any time of the day, whether at home or at work, at low charge 
rates or by using the public charging infrastructure for fast charging. The amount, 
location, and timing of the electrical energy that electric vehicles (EVs) receive from 
the grid can vary greatly and are influenced by both driving habits and charging-related 
business models.
It will be necessary to coordinate the charging models with digital technologies (smart 
charging). With smart charging, it can be encouraged to charge vehicles with low 
cost, renewable electricity generation over price and control signals or when there is 
no congestion in the grid. The value of smart charging applications will increase if 
it provides support to the grid to supply power quality and flexibility. Beyond smart 
charging, more flexibility can also be carried out through vehicle-to-grid (V2G) 
technologies that enable two-way charging.
Where and when the EVs are charged is also critical for distribution electricity companies. 
EV’s can be charged through “behind the meter” systems. Thus, the additional load is 
provided by rooftop PV systems and/or batteries, and charging is optimized to take 
place during the day at home or at work.
The value of smart charging applications will increase if it provides support to the grid 
to supply power quality and flexibility. Beyond smart charging, more flexibility can 
also be implemented through vehicle-to-grid (V2G) technologies that enable two-way 
charging (Sortomme, 2012).
Shura “Transformation of Turkey’s Transportation Sector: Effects on Turkey Distribution 
Grid of Electric Vehicle” as stated in the report two different electric vehicle market 
scenarios were investigated. According to the “High Growth” scenario, electric vehicles 
will constitute 10% of the total passenger vehicles by 2030 and the number of electric 
vehicles is expected to be 2.5 million. The “Medium Growth” scenario, on the other 
hand, predicts that there will be around 1 million electric vehicles in the same year. 
When the average distance traveled per vehicle is 10,000 km per year and 1 kWh charge 
is equivalent to 6 km travel, the impact of the total country electricity demand in 2030 
will be 4.2 TWh per year according to the high growth scenario and 1.7 TWh according 
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to the medium growth scenario (Deutsche Energie-Agentur GmbH, 2018).
The main effect of electric vehicles will be on the load management on the LV side of 
the distribution grid. Electricity distribution companies are expected to apply smart grid 
elements correctly, manage demand at micro level, and eliminate the effect of electric 
vehicles increasing transformer points with the help of rooftop solar panels and storage 
modules. In addition, electricity distribution companies; in the “prosumer” category 
to be formed, 1 million meters / customers, LV grid control, smart meter, big data 
management, communication and information infrastructure, cyber security will have 
to adapt their infrastructures accordingly, in other words, they will have to plan and 
implement the smart grid elements (Gustavsson, 2013).
Vehicle to Grid (V2G) Concept
Electric vehicles could support the grid, particularly for load balancing and spinning 
reserves AS. Electric cars have the capacity to discharge power back into the grid in both 
directions, serving as distributed energy storage. It can deliver power quickly, which 
can be utilized as rotating backups to maintain grid stability as intermittent production 
sources like electric vehicles, wind turbines, and solar power are increasingly utilized. 
Although they are not yet commonly used, technologies that use electric vehicles. In 
addition to taking off energy from the grid while charging, electric vehicles can also 
be considered as a mobile storage component that can power the grid. Thus, it may 
provide different balancing services or AS to the grid operator. In addition, it can act 
as a storage element that meets the demand for housing when necessary. Although the 
scale of benefits provided by the flexibility provided for the grid is high, technological 
constraints still remain. EV battery life will decrease very quickly due to the widespread 
use of V2G applications and the number of completed cycles associated with charge-
discharg
Demand Side Management
Demand side participation is one of the increasingly important methods in developed 
markets. In generally, it can be defined as the reaction of customers, who can be flexible 
to the price. However, with the passing of the distribution grid to bidirectional power 
flow, the increase in the prevalence of the facilities producing energy based on renewable 
energy sources increases the importance of demand side management. Situations where 
electricity supply will be insufficient are more likely to occur than conventional grid 
structure. For this reason, it is expressed as demand side management that the demand 
for electrical energy is shifted to a different timeframe or disposed of completely against 
the reduction of the production amount to be provided from RES based production 
facilities (Delfanti, 2014). Demand side management is carried out with the following 
functions:

 • Peak Demand Decrease
 • Low Demand Time Filling
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 • Load Shifting
 • Demand Savings
 • Strategic Demand Growth
 • Flexible Load Shaping

With the demand-side management, the expansion of power plants based on renewable 
energy sources (wind, solar, etc.) and the change in electricity consumption habits 
brought the necessity of making the electricity grids more and more smart. Energy 
storage systems, ventilation, air conditioning, lighting equipment, renewable production 
sources, and DSOs on how to use them all will play a major role. Demand side 
management should provide information such as when electricity is used and producer-
consumer incentives for the spread of management. Electricity tariffs should provide 
information such as when electricity is used and producer-consumer incentives for the 
prevelance of demand side management. As a result, both producers and consumers will 
want to participate in demand-side management with incentives. 

Figure 3: Demand Side Management Functions

Demand side management is carried out directly and indirectly in two different ways. 
The methods indicated in the figure below are detailed (Yumak, 2016).



143

Current Studies in Basic Sciences, Engineering and Technology

 
Figure 4. Demand Side Management Methods

Direct load control is the remote control of end consumer equipment during peak demand 
times and critical operating situations with the development of the smart grid concept. 
Water heater, pool pump, air conditioning systems used by residential consumers 
are the sources used in direct load control. Interruptible loads are reduced by the SO 
with demand limiters and signals in exchange for a certain pricing. In load throw off 
programs, consumers are offered payment or discounted tariffs to reduce peak demand 
for a certain period of time. It is usually carried out with large industrial consumers 
(ENTSO‐e, 2015).
Indirect methods are evaluated under the sub-headings of tariff-based, discounts, 
subsidies and education programs. Tariff-based programs are briefly explained below:

 • Usage Time Tariff: It is a fixed price tariff structure in different time periods, 
months or seasons.

 • Real Time Pricing: Energy prices change on an hourly basis and reflect energy 
supply costs more accurately.

 • Critical Peak Demand Pricing: Pre-determined higher energy price application 
for a few days or hours per year, taking into account time-of-use tariff and real-
time pricing mechanisms.

 • Excessive Day Peak Demand Pricing: A situation where higher prices are valid 
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for 24 hours, similar to critical peak pricing.
 • Excessive Day Critical Peak Demand Pricing: Critical peak demand pricing 

conditions are valid throughout the day.
By enabling consumers to follow instant consumption values, they can shift their 
consumption to more favorable tariff times and / or prefer devices that operate 
more efficiently, thus making them pay less. In addition,  under favour of the load 
management practices that voluntarily participate in the consumers with the incentives, 
the investments budgets can be reduced by using the distribution grid more efficiently. 
When evaluated from the perspective of the SO, demand side management is important 
to prevent line loadings and control technical loss parameters in congestion situations.

Evaluation of AS in Distribution Grid
AS at the transmission system level are used to balance the system and manage energy 
fluctuations. Services with similar features can be used for the management of local 
system difficulties at the distribution system level with the increase of distributed 
production resources connected to the distribution grid. At the TSO level, these services 
can be classified as frequency control, voltage control and other AS. 
The table below shows that TSOs and DSOs can make AS contracts in Austria, Belgium, 
Denmark, Finland, Norway, Spain, Turkey (Labato Miguelez, 2008).

Table 2. Current Status Of AS Contracting At Distribution System Level
Contracting AS from 
DER directly connect-

ed to the DSO-grid Austria Belgium Denmark Finland Spain Norway Turkey

TSO contracting AS 
from DER directly con-
nected to the DSO grid Yes Yes Yes Yes Yes Yes No

DSO contracting local 
services (for own pur-

poses) from DER direct-
ly connected to the DSO 

grid
No No No No No No No

DSO contracting AS on 
TSO’s behalf No No No No No No No

In general, there are several restrictions on the participation of DER (distributed energy 
resource) in AS. In many countries today, the diversity of DER participation in AS 
markets is large, but the contracted volume is still marginal. It is clear, in addition to that 
DER has increased participation in AS markets.
Local needs for AS in distribution systems must be combined with system needs in 
balancing and congestion management. Sources in distribution systems such as demand 
management, storage systems and distributed production are expected to participate in 
AS for competitive AS markets for both the local and the entire power system (Singh, 
1999).
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Frequency Control
Primary frequency control (PFK) is the local automatic control method, it is based on 
adjusting the active power output of generators, especially in cases where a large power 
generation facility or load is cut out. Keeping the frequency at a stable point is inevitable 
for the power system. In generators working synchronously with each other in the power 
system, primary frequency control is performed automatically with speed regulators. 
Secondary frequency control (SFK) is the central automatic control method. It is carried 
out by sending automatic generation set value (set-point) to the plants through Turkey 
Electricity Transmission System (TEIAS-TSO) National Load Dispatch Center (NLDC) 
automatic generation control (AGC) software.
Increasing asynchronous resources included in the grid with new technologies will cause 
the synchronous conventional generators to be economically disabled. Asynchronous 
plants are examples of inverter-controlled renewable energy sources, energy storage 
technologies.
High-performance, swiftly responding inverter-controlled facilities are anticipated 
to have their own service category. Comparing these technologies to conventional 
synchronous production reveals a wide  For example;

 • Systems for battery storage and inverter-based production do not add much,
 • Power output from solar and wind energy generation is unpredictable and only 

available intermittently.

However, the frequency response from a battery storage system, solar power or wind 
power plant is controlled by the inverter and has the potential to react faster than 
conventional generators. Increasing asynchronous resources included in the grid with 
new technologies will cause the synchronous conventional generators to be economically 
disabled. Asynchronous sources are connected to the system via the inverter and the 
system causes the Inertial Response capability potential to decrease. The current 
frequency control AS philosophy set is not specifically designed to eliminate this 
challenge (Aubut, 2013).
Other inverter-based sources including wind turbine generators (WTG) may also be able 
to inject active power into the system following a malfunction caused by the control 
system (e.g. generator failure). Many WTG producers already have access to this so-
called synthetic inertia. The response of a wind power plant in Hydro Quebec with 
a synthetic inertia capacity is depicted in the image below (Figure 5). Without wind 
energy reduction before failure, this feature is possible. However, a wind turbine will 
give a frequency improvement period as illustrated in the figure below (Lalor, 2005).
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Figure 5. Wind Power Plant Synthetic Inertia Response

All synchronous machines in the circuit perform Synchronous Inertial Response after 
power system failures (SIR). The ability for synthetic inertia necessitates control action 
in response to a decrease in system frequency. Because of this, synchronous machines 
do not have the same inertia or natural response as synchronous machines in the event of 
generator failure. Synthetic inertia, on the other hand, will enhance the Rate of Change 
of Frequency (RoCoF) and aid in preventing system deterioration. The performance of 
synthetic inertia needs to be examined and explored. 
Performance requirements related to primary frequency control ancillary service are 
defined in the Electricity Market Regulatory Authority Electricity Grid Regulation 
Annex 17, AS performance test procedures, Annex 17.A primary frequency control 
performance test procedures. The minimum performance criteria defined in the primary 
frequency control test procedure are summarized in the table below.

Table 3. Primary Frequency Control Performance Requirements

Requirements Value

Reserve Capacity Minimum ± 1 MW

Sensitivity Minimum ±10 mHz

Response Time Maximum 2 seconds
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Ramp Rate Minimum Reserve / 30 seconds

Duration Minimum 15 minutes

Tolerance ± 1% of Tolerance Installed Power

Success Rate Minimum 90%

When the requirements stated in the table above are evaluated in terms of storage 
facilities, other requirements (reserve capacity, sensitivity etc.)  are related to the inverter, 
except for the duration. Depending on the duration, the charge / discharge capacity of 
the storage facilities is determined.
In addition, according to the current regulation, storage facilities should have at least 
± 1 MW and their multiples (such as ± 2 MW, ± 3 MW, not ± 1.5 MW, ± 2.5 MW). 
As the maintenance time is at least 15 minutes, the charge / discharge capacity should 
be at least 250 kWh. As a sensitivity, inverters should be able to react to changes in 
mains frequency at least 10 mHz and start to react within a maximum of 2 seconds. The 
responses should be provided within the tolerance limits with a success rate of at least 
90%. For storage facilities, tolerance limits must be redefined depending on reserve 
capacity. For example, it can be defined as ± 10% of reserve capacity.
Performance requirements related to secondary frequency control ancillary service are 
defined in the Energy Market Regulatory Authority Electricity Grid Regulation Annex 
17 Ancillary Services Performance Test Procedures ANNEX 17.B Secondary Frequency 
Control Performance Test Procedures. The minimum performance criteria defined in the 
secondary frequency control test procedure are summarized in the table below.

Table 4. Secondary Frequency Control Performance Requirements
Requirements Value

Reserve Capacity Minimum ± 5 MW

Sensitivity -

Response Time Maximum 30 seconds

Ramp Rate Minimum Reserve / 5 minutes

Duration Minimum 1 hour

Tolerance ± 1% of Tolerance Installed Power

Success Rate Minimum 90%

49 MW lithium-ion energy storage systems have been installed at coal and gas fired 
power plants in Roosecote, England (Energy UK, 2017). The purpose of installing the 
storage system is to maintain fluctuations in electricity demand, power frequency and 
grid stability. The system responds to fluctuations in less than a second (UK, 2017).
German utility WEMAG has decided to increase the energy storage capacity in Schwerin 
from 5MW to 10MW power output and from 5MWh to 14.5MWh capacity. Currently, 
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there is no storage facility installed in size and capacity that can participate in frequency 
control in Turkey. However, within the scope of the R&D project accepted by EMRA 
and carried out by Meram Electricity Distribution Company will establish a 1 MW 
chemical energy energy storage facility for primary frequency control ancillary service 
and congestion management applications in the coming days.
The power value, capacity value, storage size and location related to the design of 
storage facilities in MV grid should be determined. The location focuses mainly on 
two different architectures: central energy storage architecture and distributed energy 
storage architecture. High-capacity storage systems with centralized power storage 
architecture Turkey Electricity Transmission Company (TEIAS) is connected to the first 
distribution centers on feeders coming from substations. With the distributed energy 
storage architecture, multiple low capacity energy storage facilities are preferred over 
high capacity storage facilities. Low capacity energy storage facilities are connected to 
such as distribution centers, circuit breaker measurement cabinets within the grid and 
transformer centers (Koohi-Kamali, 2013).
Voltage Control
At all voltage levels in the electrical power system, the voltage value must remain within 
the specified operating range. Over-active power generation / consumption at low and 
medium voltage levels may cause voltage increase / decrease and technical loss rates 
increase.
If there is no production in the local area, the voltage decreases as the distance increases 
until the electrical energy is delivered to the consumer. When the amount of distributed 
production is high at the end of a line, and there is no load to use the entire production, 
power flows occur in the opposite direction (from distribution to transmission). As a 
result, the voltage can rise to very high levels or lower the voltage limits. DSOs try to 
minimize voltage drops (<1 pu) with compensation investments. However, it does not 
affect the voltage increase (> 1 pu) too much.
When the number and capacity of distributed energy resources increase, voltage 
change problems will increase in the distribution grid. Thus, it is necessary to control 
the voltage to compensate the effects of resources on the distribution grid, first of all, 
the reactive power properties of inverter controlled power plants should be used and 
then other options should be checked. With the control of reactive power, compensation 
investments made annually will decrease significantly. In addition, technical losses will 
be reduced and energy efficiency will be increased by controlling the voltage.
For the reactive power characteristics of the plants are used, the active power value 
at the exit point of the feeder can approach zero due to the active power generation 
of the plant. In such cases, legal regulations should not constitute any penal situation. 
Furthermore, for the distribution grid operating conditions have changed, the active 
powers of the plants must also be controlled by the distribution grid operator.
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Table 5. Reactive Power Control Performance Requirements

Requirements Value

Reserve Capacity ± 0.9 power factor

Sensitivity Minimum 0,01 pu

Response Time Maximum 1 seconds

Ramp Rate Minimum Reserve / 30 seconds

Duration Continuous

Tolerance ± 10% of the reserve

Success Rate Minimum 90%

As a reserve capacity requirement, it is recommended that the reactive capacity, which is 
determined by taking into account the generation facilities, inverter installed powers and 
± 0.9 power factor, is determined as the minimum mandatory requirement. For the 0.8 
power factor, fixed payment business model can be developed.  As a sensitivity, it can 
be expected to react to at least 1% changes in the grid voltage (0.01 pu). As a response 
time, it can be expected to start reacting within 1 second at the latest and provide the 
entire reserve within 30 seconds. If the reactive power control ancillary service is to be 
provided autonomously, these times can be reduced to a few seconds depending on the 
inverter capacity. As of the end of 2019, there are 1114 solar power plants connected to 
the Meram Electricity Distribution Company grid. In the table below, the reactive power 
control potential for Meram Electricity Distribution Company is shared. In inverter 
controlled sources, it is assumed that facility power is equal to inverter power.

Table 6. Meram Electricity Distribution Company Reactive Power Potential

Resource 
Type

Number 
of Plants 
(Number)

Plant 
Power 
(MW)

Power 
Factor

Reactive Pow-
er Potential 

(MVAR)

Power 
Factor

Reactive Pow-
er Potential 

(MVAr)

Solar Pow-
er System 1114 920,043 ±0,80 690,032 ±0,90 445,597

Other
8 6,598 ±0,80 4,948 ±0,90 3,196

When the field type solar power plant systems in the Meram Electricity Distribution 
Company region is examined, 1250 kVA transformers and inverters with a total power 
of 1 MW are used in the typical installed power of 1 MW. While solar power plant 
systems are producing at full load; although transformer power is sufficient to provide 
reactive power control ancillary service with a power factor of ± 0,8, inverter powers are 
insufficient. Reactive power control ancillary service can be obtained from the existing 
solar power plant systems if they do not produce at full load.
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In addition, the number of central and series inverters in the provinces in the Meram 
Electricity Distribution Company region can be seen in the table below. Central inverters 
offer remote communication and communication options. Central inverters serve 
smoothly as infrastructure. A full range of data communication methods are available, 
including remote monitoring.

Table 7. Number of PV Inverter Types

PROVINCE SERIES (pieces) CENTER (pieces) The Overall Total

Aksaray 69 31 100

Karaman 60 25 85

Kırşehir 35 23 58

Konya 375 183 558

Nevşehir 144 42 186

Niğde 104 23 127

The Overall Total 787 327 1114

Energy storage systems, which are anticipated to become commonplace in the future, 
will be connected to the distribution grid in addition to producing facilities. It is 
important to define the power value, capacity value, storage size, and location for storage 
facilities reactive power control auxiliary service design. According to the distributed or 
central connection architecture, the location determination should be connected to the 
distribution (Evans, 2012).
One of the difficulties of increasing the renewable energy sources is the voltage change 
problems instantly due to the reasons of the sun, the wind speed etc. Voltage changes 
cause serious difficulties to consumers and distribution grid operator. The following 
figure shows the production profile for a random 2-day solar power plant selected 
from the Meram Electricity Distribution Company region. As can be seen in the figure, 
production increases at noon, but production may change instantaneously at 13.00 due 
to the cloud coming in front of the sun or for any other reason.

Figure 6. Production Profile For 2 Days Randomly Selected
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Instant power changes and reactive power flow in the grid should be monitored 
effectively and communication infrastructure should be established. RTU is installed 
for field type solar power plants in Meram  Electricity Distribution Company region. 
By connecting RTUs placed on the field to Meram Electricity Distribution Company’s 
SCADA control center, an effective monitoring can be made, and even inverters can be 
controlled according to reactive need.
Congestion Management
Congestion management ancillary service should be used to eliminate both production-
related and consumption-related congestions that occur or expected to occur in 
distribution grids.
In optimum distribution grid planning, distributed production sources should be close 
to the loads. Thus, it should be contributed to the power quality, the reduction of 
transmission and distribution peak loads, the need for long-distance transmission, the 
prevention of grid over-capacity, the deferral of grid investments and the reduction of 
grid losses, so that the congestion caused by production and consumption in the grid can 
be prevented. However, in reality, distributed production resources cannot always be 
close to loads and cannot be controlled. Therefore, distributed production resources do 
not always meet local demand.
Regarding the congestions caused by production; the increase in the prevalence of 
DERs in the distribution grid, the spread of rooftop type solar electricity generation 
in the regions where residential consumers are concentrated, congestion occurs in the 
transformers and lines at times when consumption in the grid is low. Especially in feeders 
with low load and high energy production with distributed generation facilities, problems 
such as overload, reverse power flow and voltage increase occur. As a result of reverse 
power and overload, it will cause various problems such as damage to conductors, aging 
of conductors and increased losses (Joos, 2000).
Also, the preveaance of EV’s and the including of charge stations in the grid, charge EV 
batteries without any control can overload transformers and cables during peak hours, 
where EV’s penetration is relatively high.
In order to overcome the problems mentioned in the conventional distribution grid 
operation, new investments are made to increase the cross-sections of conductors, or 
the prevalence of distributed generation resources in the relevant feeders is limited. 
However, in order to both investments deferral and to expand renewable-based energy 
production, it is necessary to monitor, dynamically control of distributed energy 
resources and supply AS from these sources.
Distribution grids, which traditionally have a one-way load flow, need to evolve into 
a grid structure suitable for bidirectional load flow and establish the infrastructure, 
depending on the renewable energy sources that are increasing today. At this point, it is an 
important requirement for distribution grid operators to provide congestion management 
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ancillary service with demand side participation, both for production resources and for 
high consumption loads such as agricultural irrigation in Meram Electricity Distribution 
Company region, such as industry, commercial.
With the congestion management defined as ancillary service, technical losses can be 
reduced by ensuring that the investments are defer in the distribution grids, the energy 
supply-demand is balanced and the balanced loading of the grid.
In order to provide congestion management ancillary service from production sources, 
primary sources of production facilities must be stored or available if needed. For this 
reason, storage facilities should be used in congestion management for both production 
and consumption.
Performance requirements regarding congestion management ancillary service should 
be defined separately for production and consumption facilities. Production facilities 
that will provide congestion management ancillary service and consumers are required 
to sign a congestion management ancillary service with distribution companies.
Midwest Energy provides electricity distribution to 48.000 subscribers in Kansas. In 
order to solve the problems experienced due to the increase in demand, Enernoc has 
developed an agricultural load management program. Within the scope of the program, 
the irrigation pumps of the subscribers are automatically closed on weekdays of the 
summer between 14.00 and 19.00. Subscribers who are subject to the agreement are 
paid by Midwest Energy. It is an agricultural subscriber using 2000 of the subscribers 
over 30 kW. This corresponds to a peak load of 45 MW. The electricity distribution 
company pays 20 dollars for each kW that the subscriber does not use. The project, 
which started in 2009, tripled the number of subscribers in 2011 (2022, EnerNOC, 
Agricultural Load Management Project, http://www.enernoc.com/our-resources/case-
studies/547-midwest-energy-grows-new-energy-supply-with-enernoc-agricultural-
demand-response).
The company PG&E charges an additional fee of 1 dollar per kW when its subscribers 
consume energy during peak time. This method which is applied is very expensive for 
farmers and the wages even increase up to 10 times of their normal tariffs.Farm owners 
agreed with the authorized company and installed their automatic shut-off systems on 
water pumps. With this method applied, the farmers are asked whether they want to take 
part in load management at the time of the peak and if the farmers agree, the electricity 
of the irrigation pumps is interrupted for 2 - 4 hours in line with their agreement.
On the other hand, the prevalance of grids where periodic loads (agricultural, etc.) 
are dominant, where the load factor is quite low, also offers a significant potential for 
congestion management in terms of load management needs.
24% of total consumption in Meram Electricity Distribution Company region is 
agricultural irrigation consumers. In the table 8, there is provincial information based 
on agricultural irrigation cooperatives in Meram DSO region. In certain periods of the 
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year, there is congestion in transformers and lines for agricultural irrigation purposes. In 
order to solve this problem, the demand side participation project is carried out with the 
agricultural irrigation consumer subscribers within the scope of the Ancillary Services 
Pilot Application project, which is an R&D project adopted by EMRA in July 2019 
EnerNOC, 2022).

Table 8. Agricultural Irrigation Cooperatives Transformer Numbers And İnstalled Powers

PROVINCE Number of Agricultural Irrigation 
Transformers (pieces)

Agricultural Irrigation In-
stalled Power (KVA)

Konya 722 213.502
Karaman 84 41.706

Niğde 328 28.252
Aksaray 72 13.168
Kırşehir 18 1975
Nevşehir 40 13.061

With the installation of a storage system or systems in the grid, distributed energy 
storage architecture should be preferred. Because when the distributed energy storage 
architecture is compared with the central energy storage architecture; especially, it is 
expected to provide maximum benefit from congestion management and reactive power 
control AS (to deferral investment, to minimize compensation investments, to decrease 
grid losses and to increase grid efficiency).
The necessary communication infrastructure must be established in order to monitor and 
to send warning signals the producer / consumer points to participate in the congestion 
management ancillary service.
Within the scope of the congestion management ancillary service, components such as 
smart meters and sensors are applied at the producer / consumer points. The size of the 
data transferred from these components to the center increases with the spread of the 
program. Therefore, big data needs to be used / managed effectively due to increasing 
data size. As a result, it can be ensured that parameters such as price and required 
capacity amount can be estimated in real time and accurately by making use of big data 
management techniques.
Micro Grid Applications
Recently, there has been a lot of discussion on the controlled and reliable integration of 
DER into big power grids and microgrids. Due to its flexibility, controllability, and energy 
management skills, the microgrid concept—which essentially entails the coordinated 
functioning of a group of loads, distributed generators, and energy storage systems—is 
highly alluring. Grid-connected and stand-alone modes are the two ways that microgrids 
can operate to supply loads with consistent power. A microgrid will typically function in 
a grid connected mode and be connected to the mains. The microgrid is separated from 
the distribution grid in independent mode (Jiang, 2013).
Microgrids are required to function in both distribution grid-connected and stand-
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alone modes, and economically fulfill the demand on an instantaneous basis, in order 
to offer uninterruptible power supply to the loads. The issue of managing resources in 
a microgrid as efficiently as possible is a topic of intense research, and recent studies 
have suggested applying both centralized and distributed control schemes employing 
multi-agent systems, heuristic techniques, and optimization algorithms (URL-3, 2022).
The highest priority for microgrids is to provide customers with a reliable power supply 
instead of economic benefits. Therefore, goals and energy management strategies are 
different in both modes. Microgrids are expected to be a part of the next electrical 
energy system development, not only in rural and remote areas, but also in urban areas. 
Planning processes should be directed to economic feasibility as a guarantee of long-
term stability, as microgrids are expected to coexist with conventional power grids. 
Microgrids are required to function in both distribution grid-connected and stand-alone 
modes, and economically fulfill the demand on an instantaneous basis, in order to 
offer uninterruptible power supply to the loads. The issue of managing resources in a 
microgrid as efficiently as possible is a topic of intense research, and recent studies have 
suggested applying both centralized and distributed control schemes employing multi-
agent systems, heuristic techniques, and optimization algorithms. (Gamarra, 2015) 
(URL-3, 2022).
In the case of isolation, the only structure that will control the quality of energy is the 
production systems that remain within the island. Thus, the production plants in the 
island (microgrid) must control the voltage and frequency. Therefore, dangerous energy 
oscillations are likely to occur in the microgrid structure. Thus, the Energy Management 
System (EMS) is critical for managing power and energy between loads and resources. 
Active and reactive power references can be checked with EMS (Zehir, 2013 Several 
functions are used to examine microgrid management, and they are categorized according 
to a temporal scale.
Long-term energy management includes the following:

 • Forecasting RES output on an hourly basis, accounting for production costs and 
environmental effects,

 • Management of controllable loads not connected to the grid according to the 
inspection requirements, 

 • Offering a suitable level of power reserve capacity in accordance with the 
electrical market and the predicted load demand,

 • Maintenance frequencies.

Short-term energy management includes the following;
 • Real-time power distribution, rms voltage regulation and primary frequency 

control via DERs, 
 • Real-time power distribution via DERs. (Gustavsson, 2013)
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Improving Power Quality 
Any issue with voltage, current, or frequency deviation that causes a customer’s 
electrical equipment to malfunction can be categorized as a power quality issue. Power 
plants can currently only manage voltage; they have no control over the current a given 
load draws. As a result, they make an effort to maintain power quality standards within 
a given range.
While various definitions of power quality are not consistent with each other in the 
literature and standards, generally everyone’s perception is the same. On the other hand, 
modern industrial processes working with new electrical equipment are affected by the 
lower power quality more than older equipment. Considering these situations, higher 
quality power is needed every day within the scope of our industry and individual life.
In power systems, harmonic voltage levels and flicker effect mentioned by specified in 
part of Annex 1 of the Grid Regulation in Turkey. It is not known exactly how much of 
the deterioration of the power quality is from the consumer and how much from the grid.
Negative effects due to harmonics are generally not detected. The deterioration in power 
quality is also gradually increasing. Filters are used to eliminate current harmonics in 
power systems. Filters are classified under two main titles as passive and active harmonic 
filters.
Black-Start
According to the definition in the Electricity Market Ancillary Services Regulation 
of the Energy Market Regulatory Authority (EMRA); It is defined as energizing the 
transmission system through production facilities that can be commissioned without 
the need for an external energy source, supplying electrical energy to customers and re-
commissioning other production facilities if the transmission system is partially or fully 
black-out (Turkey Energy Market Regulatary Authority-EMRA, 2017.) 
Re-commissioning the system after the system is black-out is another task of the SO. 
For the majority of the producers need to get electricity from the grid to energize 
themselves and start production, they cannot facilitate reboot after failure. Therefore, 
black-start services are required from production facilities that can be commissioned 
without the need for an external energy source. When we consider that the supply of 
start-up services from energy sources with black-start capability is a purely public good, 
it is clear that this task is given to the SO, a regulated actor. In principle, both TSO and 
DSO are eligible for this service.
The use of storage systems in black-start is in trial phase, on May 10 2017, an electricity 
company in Southern California successfully demonstrated the use of a black-start by 
firing a deactivated combined cycle gas turbine with a battery energy storage system.
By using the black-start capability of the said battery energy storage system, an 
electricity generator and grid were energized, respectively, without the need for external 
transmission lines, thus the grid power functions were restored. 33MW / 20MWh 
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lithium-ion battery energy storage system (BESS), which provides grid stability in daily 
use and helps smooth out output from local renewable power supplies, was used to 
operate the 44 MW combined cycle natural gas turbine at the Imperial Valley El Centro 
Production Station in California.
Optimization of Grid Losses
International regulations are specifying that distributed productions should not cause to 
an increase in losses. It is also specifying in the EMRA Electricity Market Unlicensed 
Electricity Generation Regulation that one of the purpose of distributed energy resources 
is to reduce losses in the.
Power plants to be connected to the distribution grid have the purpose of reducing losses 
in the distribution grid. However, integrations without any calculations can increase 
distribution grid losses. For example, a large group of power plants to be connected to 
the end of a relatively low feeder load will create an inverse power of greater power 
than the power previously carried in the related feeder, since only the load condition is 
considered in the respective feeder design, resulting in increased loss in the related line.
The integration of distributed energy resourse into the distribution system will reduce 
the load of transmission transformers and reduce losses. However, the direction of 
losses decrease and increase in the distribution grid area which the distribution grid 
operator is responsible will directly depend on the locations of the distributed energy 
resources, the load distribution in the related region and the line / cable cross-section 
carrying the related power. For this reason, it is necessary to make loss analysis in 
production integrations and determine the connection points and line cross-sections that 
will prevent loss increase.
Regional Capacity Rental
Regional Capacity Rental Ancillary Service is a mechanism that enabling the required 
capacity to be established in the regions needed in the market structure in order to 
increase the supply continuity and quality and to fulfill the economic needs of the 
regional system, if the distribution system does not have sufficient capacity to ensure 
supply reliability.
Meram Electricity Distribution Company’s rural distribution grid realizes unforeseen 
long-term power interruptions due to reasons such as pole demolition from ice load 
or wind force, conductor breaks, especially in winter when there is heavy snowfall. In 
terms of economics of scale, there are no system strengthening investments in order 
to feed these scattered small loads supply with long feeders safely. For this reason, in 
order to meet the electrical energy needs of small residential units in the feeder failures 
that may occur in distribution grid, demand management can be provided in a hybrid 
micro grid with renewable energy source so that the energy need of the load can be meet 
continuously. Technology, DERs and consumption diversity play an important role in 
the development and adoption of micro grids. 
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Regional capacity rental ancillary service can also be used for micro grids in order 
to increase supply continuity and quality and meet the possible regional system needs 
economically if there is not enough capacity in ensuring distribution system supply 
reliability (Holttinen, 2012).
The Electricity Market Ancillary Services Regulation is regulated on the basis of the fact 
that only the TSO provides regional capacity leasing ancillary service and it does this 
in order to overcome the transmission system congestions and ensure supply security 
against transmission system congestions. The regulation needs to be reorganized by the 
DSOs, in particular for regional capacity leasing items, in order to ensure the continuity 
of supply in the distribution system and to overcome grid congestion, so that they can 
receive this ancillary service for microgrids and include storage systems.

TSO-DSO Coordination
The conventional power grid is a unidirectional power flow, and the electricity produced 
in conventional power plants is designed to deliver electricity to consumers connected to 
high, medium and low voltage levels. The task of the TSO in the conventional electricity 
grid can be summarized as the safe operation of the power system, the balancing of the 
power system in the balancing area, the measurement of electricity demand in the HV 
grid, ancillary service supply and the maintenance of the HV grid. Some of the task of 
DSO is to operate and maintain the MV and LV grid, deliver electricity to consumers, 
manage the grid capacity to minimize grid capacity costs and measure the electricity 
demand in the MV / LV grid.
However, in recent years, large amounts of RES have been connected to both the 
transmission and distribution grids, and it has become difficult for production to be 
programmable at the transmission level. In addition, power flows are now bidirectional in 
distribution grids, and a relatively high volume of electricity is generated at the system’s 
MV and LV levels. The logic of making a strict distinction between transmission and 
distribution systems has disappeared, and TSO and DSO roles must be redesigned as a 
result.
While TSOs generally serve hundreds of large industrial consumers and producerss, 
DSOs generally have millions of residential customers as well as thousands of medium-
sized commercial customers. In addition, today there are thousands of medium-sized 
producers (eg solar PV, wind, biomass, etc.) at the distribution level. In the future, 
hundreds of thousands of unlicensed small producers (eg rooftop PV panels, etc.) are 
expected to be active in the distribution grid at medium and low voltage levels (Kanchev, 
2011).
It seems that DSOs will need AS as well as grid reinforcement investments in order 
to cope with this new situation and difficulties in grid operation. However, a stronger 
cooperation between TSOs and DSOs will be required to guarantee the current level of 
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supply security.
Due to the situations mentioned above, the need for coordination between TSO and 
DSO becomes more and more important. SmartNet basically offers five models for TSO 
and DSO coordination.

Coordination Models
Centralized AS Market Model 
In this scenario, the DER owner that is directly connected to the DSO grid for AS is 
contracted by the TSO. Although the DSO can supply and deploy resources to address 
local grid concerns, the procurement process differs from that of the centralized AS 
market in terms of timing. Without the widespread participation of DSO, TSO runs 
a market for both sources tied to the level of transmission and distribution. The most 
resembling example of the conventional structure is this one.
The prequalification process specified in the DSO role can be divided into two separate 
processes;

 • Technical Prequalification: The TSO controls and approves the technical 
requirements of a unit that wants to join the AS market.

 • System Prequalification: Approves the participation of distributed energy 
resources in AS market, provided that it complies with the operating conditions 
in the distribution grid (URL-4, 2022).

The role of DSO according to the centralized AS market model is limited by its role in 
the system pre-qualification process. Consequently, according to this model, DSO must 
provide the TSO with the necessary data, or the TSO must provide full observability of 
the DSO grid. Full observability means that real-time / near-real-time telemetry data of 
DERs are transmitted to TSO infrastructures instantly (SCADA etc.).
Local AS Market Model
The main principle of the local ancillary market model is the establishment of a local 
market and its management by DSO. After DSO has aggregated these resources and 
transferred them to the TSO AS market, TSO can sign a contract with DER indirectly 
from the local markets.
DSO organizes a local market for DSO-connected resources and, after resolving local 
grid restrictions, collects the remaining offers and makes them available to the TSO.
The local AS market model deviates from the centralized AS market model by promoting 
a local market. The implementation of such a market model shifts the priorities to DSO. 
In case of compliance with the distribution grid restrictions, all AS that are not needed / 
procured in the local market are included in the central market under the control of the 
TSO in bulk. AS offered to the central market by DSO collectively provide an advantage 
to TSO in terms of manageability.
Shared Balancing Responsibility Model
The TSO passes the “balancing” duty of the distribution grid to the DSO in accordance 
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with the shared balancing responsibility paradigm. To carry out the DSO balancing duty, 
it executes DER’s Daily Production Programs in accordance with a “predefined program” 
that takes into consideration demand and grid loss estimates for the territory under 
its jurisdiction. To carry out its balancing duties, DSO adheres to this predetermined 
program and makes use of DEKs connected to the distribution network via the regional 
AS market (Gubina, 2015).
The predetermined program is based on the fact that DERs are proposed (for the entire 
DSO region) in accordance with daily production plans, their offer to the market (i.e., 
merit order) as balancing units, and historical data projections at each TSO-DSO 
interconnection point. The predetermined program is currently only expressed in 
terms of the outcomes of the energy markets, and TSO and DSOs do not alter this 
program in order to control congestion. This predefined program means that it is 
determined at the level of the entire DSO area, not at the TSO-DSO interconnection 
point, because candidates are not specifically made to enter Merit Order for every TSO-
DSO interconnection. Alternatively, TSOs and DSOs could determine the pre-defined 
schedule, using historical forecasts for each TSO-DSO interconnection point, together 
with constraints for both the transmission and distribution grid. In this second option, 
the pre-defined schedule is determined for each individual TSO-DSO interconnection 
point (URL-4, 2022).
In summary, TSO and DSO balancing responsibilities are fulfilled individually, using 
resources available on each grid. While DSO organizes a local market taking into 
account a balance program agreed with TSO, TSO does not have access to resources 
connected to the distribution grid.
The only coordination model in which TSO does not have access to connected resources 
in the distribution grid is the shared balancing responsibility model. Only the DSO is 
permitted to use the distribution grid’s flexibility in order to carry out its duties related 
to balancing and addressing local grid restrictions.
Common TSO-DSO AS Market Model
The common TSO-DSO AS market model develops a common flexibility market for 
SOs. The main purpose of this coordination model is to minimize the total procurement 
costs of flexibility. This model requires incentives to improve the system as a whole, 
rather than focusing on minimizing the costs of TSO and DSO separately, regarding the 
revenue requirement of TSO and DSO.
The cost of the resources TSO and DSO require must be reduced. This shared objective 
can be accomplished by the coordinated efforts of a common market, the dynamic 
integration of a local market run by DSO, a central market run by TSO, or both 
(Enerquire, 2017).
The common TSO-DSO AS market model can be seen as an extension of both the local 
AS market model and the centralized AS market model. By combining the resources 
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connected to the transmission grid and distribution grid, the optimization is still set up in 
the centralized variation. However, in this model, DSO grid restrictions and prospective 
local flexibility requirements are also included in the common markets. In contrast to 
the decentralized variant, the local AS market model does not give priority to exploiting 
flexible resources in its distribution grid. Based on a combined optimization of the needs 
for flexibility at both the distribution level and the transmission level, the DSO will 
decide which resources to deploy to meet local restrictions. (Atzeni, 2012).
Integrated Flexibility Market Model
The integrated flexibility market model encourages a regulated market (TSO and DSO) 
and commercial market parties to provide flexibility in a common market. This market 
is open to both TSO and DSOs and balancing units, aggregators etc., and requires the 
use of an independent market operator to ensure neutrality. As a result, the boundaries 
between balancing markets and AS can disappear. 
The integrated flexibility market concept puts forth a market mechanism wherein SOs 
and commercial market players can both purchase available flexibility under the same 
terms. Actors that are controlled and those that are liberalized are interchangeable. The 
distribution of flexibility is decided by market forces. But this distribution will account 
for grid constraints at all voltage levels.
Evaluation of Coordination Models
All these models have different strengths and weaknesses. There is a lot of disagreement 
about which model to choose under which conditions. The advantage-disadvantage 
information about TSO and DSO coordination models described above are summarized 
in the table below.

Table 9. Comparison of Coordination Models
Coordination 

Model Advantages Disadvantages

Centralized AS 
Market Model

 • Only suitable for TSO to pur-
chase AS

 • Supports standard operations 
with low operating costs due to a 

single market
 • Compatible with many of the 

existing regulations

 • DSO does not have real partici-
pation in the market

 • DSO grid restrictions are not 
always taken into account

Local AS Market 
Model

 • DSO takes priority in the use of 
local resources

 • DSO actively manages the pro-
curement process

 • Less barriers to small-scale DER 
participation in the market

 • TSO and DSO market are bal-
anced in order

 • Local market may have low 
liquidity

 • Comprehensive communication 
may be needed between the TSO 

market and the DSO market
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Shared Balancing 
Responsibility 

Model

 • TSO will require less AS in the 
future.

 • Less barriers to small-scale DER 
participation in the market

 • System operating limits are clear 
between TSO and DSO

 • Total amount of As to be sup-
plied by TSO and DSO will be 

higher
 • Balancing units may face higher 

balancing costs
 • Small local markets may not 
have enough liquidity to provide 

adequate resources to DSOs
 • The predefined program meth-

odology adopted by both TSO 
and DSO can be difficult to 

define

Common TSO-
DSO AS Market 

Model

 • Total system costs of AS are 
minimum

 • TSO and DSO collaborate close-
ly to take advantage of the most 

out of available resources

 • TSO and DSO may have high-
er individual costs than other 

models
 • Costs between TSO and DSO 

can be difficult to allocate

Integrated Flex-
ibility Market 

Model

 • Opportunities for balancing units 
to address their portfolio imbal-

ances are expanding.
 • There are many buyers and sell-

ers, which leads to high liquidity 
and price competition

 • Independent operator is required 
to operate the market platform

 • A detrimental effect on the 
growth and liquidity of intraday 

markets
 • TSO and DSO need to share 

data with independent market 
operator

As a result, it is recommended that each distribution grid operator should act as an 
aggregator in the flexibility of its region and use it in the distribution grid according to 
need or offer it to the transmission AS market, as the distribution regions differ (in terms 
of DERs, in terms of needed AS, size of distribution grid etc.) in each other. As a first 
step, it is considered appropriate to prefer the local AS market model, and then to pass 
to the common TSO-DSO market model.
New Roles of Distribution SOs
In the future, the new roles of DSOs will need to be defined in the legislation as follows;

1. DSOs, as neutral market facilitators, should be able to control, use and coordinate 
the impact of AS operations on their grids. DSOs can allow a distribution grid 
user to be activated by a TSO or a market player. However, it should ensure that 
control architectures as part of DSO’s active system management responsibilities 
and, among other tasks, to provide for prior notification, supervising, evaluation 
and blocking potentially harmful control signals.

2. Cooperation and coordination between TSOs and DSOs is an important factor 
when DERs play an important role in providing real-time AS. It is especially 
important that the services are offered to the TSO and that all systems, as well as 
the local distribution networks to which they are connected, affect safe operation. 
Although it is appropriate for TSOs to be responsible for providing balancing 
services, they may still need to share some of this responsibility with DSOs, 
when it is considered that the share of the distribution-related organizations will 
increase in importance (Migliavacca, 2019).
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3. TSOs and DSOs should work together to realise the efficient and non-
discriminatory utilization of the capabilities of distribution connected generators 
and demand resources (wherever its connection point) to provide system services 
(e.g. voltage, frequency, inertia, etc.). As a first goal, relevant responsibilities for 
each system service should be stated.

4. DSOs should be allowed to use AS to manage their grids and optimize the 
capacities they can operate. DSOs should be allowed access and use of AS by 
DSOs such as technical solutions of their own assets, connection agreement, 
grid tariffs and market-based supply. Regardless of the AS model used, it should 
be financially viable for all interested parties.

5. The analysis made in the distribution grid of Meram Elektrik Distribution 
Company, with the spread of DERs, revealed possible problems in the distribution 
system; it should be able to provide AS from DERs in order to eliminate the 
effects of voltage rise, grid congestion and to deferral grid investments.

6. Because distributed resources are having an increasingly significant impact on 
the system’s overall operation and planning, TSOs should collaborate with DSOs 
and regulators to determine the requirements for observability and active power 
management of distributed generation and demand side response.

7. Since DSOs need more tools to operate their grids (e.g. agreement with flexible 
resources) segmentation of markets should be avoided, there should be a single 
market for flexibility and balancing. TSOs, DSOs, regulators and market players 
should collaborate. A unique set of market rules should be developed to support 
the active participation of flexible resources of both TSOs and DSOs and to 
ensure their efficient supply. This situation will enable DSOs to provide flexible 
resources connected to their grid to manage local congestion and provide voltage 
control.

8. DSOs must be enabled to select the best and most cost-effective technology 
to operate the distribution system. Legislation should not limit the choice of 
technologies DSOs can use to fulfill the legal obligations of DSOs. Nevertheless, 
DSOs should ensure that the use of these technologies does not cause discomfort 
in the market. As long as it is efficient, a market-based solution should be 
preferred. Especially for grid-scale storage, DSOs should be allowed to own 
and operate such devices to secure the technical operations of the grid within the 
approved requirements.

9. The development of new distribution network tariff structures based on more 
capacity for efficient use of distribution system capacity should be supported.

10. In addition to the TSO-DSO coordination model, the types, features and 
arrangements for the provision of AS will need to improve to enable more 
participants to participate and use these new business opportunities. Therefore, 
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since potential flexibility providers are mostly small DERs, the regulation 
will need to take full account of the features of potential flexibility providers 
connected to the DSO side. In particular, the importance of market design for 
AS should not be ignored. However, if the architecture of real-time markets 
can fully take into account the characteristics of potential flexibility providers 
connected to distribution grids, it can offer its parties the opportunity to gain 
significant participation.

11. When making decisions on the TSO side, side effects on the DSO side should 
be taken into account to avoid lack of resources for alternative purposes or 
stimulated grid problems in another grid.

12. TSOs and DSOs should get enough information from each other. TSOs and 
DSOs must receive sufficient data (eg grid user data) to efficiently monitor and 
operate their grids. When considering for additional observability, level of detail 
and transparency demands expected by policymakers, data collection requires 
improvement.

13. DSOs should be encouraged to use AS for congestion management (cost effective 
for this). DSOs should be able to decide on the best solution to overcome 
specific challenges, either through ancillary solutions or grid improvement / 
empowerment.

14. Battery type storage systems respond to frequency faster than conventional 
production facilities and the success rate in providing frequency control service 
is close to 100% without deviation. Distribution grids should offer the ancillary 
service provided from storage systems to TSO as a different frequency control 
service category.

15. Storage systems can play a very important role in ensuring the production-
consumption balance in microgrids.

16. All barriers to aggregators must be removed to ensure that the demand-side 
participation is placed on the market. This means that consumers can aggregate 
regardless of their connection points and will increase the gathering potential of 
consumers for each DSO marketplace.

17. The function played by the collector is crucial: Aggregators must be able to 
create a market interface that is streamlined and hide the intricate intricacies 
of a single flexibility provider’s characteristics. Aggregators should provide 
competitive pricing to entice flexibility providers to participate.

18. All market actors, including DERs, aggregators, and other customers, must 
have access to coordination models. This is anticipated to potentially involve 
additional rules, such as the development of the appropriate incentive schemes, 
as needed.

19. To lower the risk of clearing assets, grid planning will need to maximize the use 
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of RESs while minimizing infrastructure investments or deferral investments.
20. Finally, technical optimism should be supported by a full cost-benefit analysis, 

and necessary arrangements should be made in the electricity grid regulation, 
distribution grid regulation, and balancing and settlement regulation, in particular 
the AS regulation.
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Introduction
Today, IoT and Wearable Technology are among the fastest growing technologies. It can 
be shown as an innovative feature that allows remote access, processing and control, 
which can be connected to the Internet. Wearables technologies are used in smart 
homes, between machines (M2M), transportation between vehicles (V2V), healthcare, 
electrical networks and many other industrial applications.
The world’s population is growing older and older due to low birth rates in many parts 
of the world and the desire to live longer with advancing technology. It is estimated 
that from 2025 to 2050, the population over the age of 65 in the world will reach 1.6 
billion. With this increase in the elderly population around the world, it is inevitable that 
problems related to providing various health services (stroke, dementia, heart attack, 
etc.) will arise.  In addition, it has been expanded to cover various health problems 
(actuators, GPS devices, mobile devices and various sensors, etc.) from all age groups 
in order to address more objects. 
The IoT also has the potential to analyze captured data by accurately tracking people, 
equipment, assay samples, supplies, and test animals.  For example, sensors can detect 
deficiencies in the patient’s exercise activities by comparing excessive cardiological or 
walking activities with normal walking pace. The data obtained in these two examples can 
be collected and processed in a center with the help of wired or wireless communication 
technologies, providing very valuable information to healthcare providers. 
In addition, these data can be reviewed by insurance companies, healthcare providers 
and pharmaceutical companies and used for future studies. In addition, the fitness 
movements of the person can be detected by sensors and collected with the help of 
wired or wireless network technologies and analyzed in a center. Thanks to the analyzed 
data, it can be ensured that the person performs more accurate and regular exercise 
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movements in order to keep his body fitter in intense work tempo. Diet status can be 
controlled simultaneously with a wearable or wearable device (glasses, wearable devices 
placed on the teeth or devices that detect mouth movements, etc.) to be placed on the 
body while performing the fitness movements of the individual.

Figure 1. Projected global market size for wearables in healthcare from 2015 to 2021. (Junata,2018)

Wearable technology itself is proliferating in development in both the commercial and 
research worlds. Figure 1 shows the gradual increase of the projected global market for 
wearable devices in healthcare from 2015 to 2021. In particular, wearable technology 
will be a large part of healthcare and has a large market share within the pharmaceutical 
industry in the future.
With an increasing number of global aging populations, wearable technologies 
paired with home health and rehabilitation services will be extremely beneficial.
We can think of mechanical watches as the ancestor of wearable theologies. Likewise, 
glasses are examples of wearable technologies. We use crutches for clothes to keep us 
warm in winter and cold days or to move around when a leg is broken. Humans have a 
long history of developing technology to extend the functionality of the human body.
In recent years, with the development of technology for the defense industry, health 
services and professional sports, many wearable devices have been developed. Today, 
our smart watches, smart glasses and different kinds of smart clothes are produced.
If we take a brief look at the history of wearable technology in Figure 2;
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Figure 2. A Brief Look into the History of Wearable Technology (URL 1,2016)

The first wearable computer was invented in the 1960s by mathematics professor 
Edward Created by Thorp.  
The first algebraic calculator wristwatch went public in 1977. The Sony Walkman was 
released four years later. In the 1987s, digital hearing aids, which are the ancestors of 
today, were introduced.
Steve Mann, a Canadian researcher, invented the wearable wireless webcam in the 
1990s. In 1994, the wrist computer was developed. Such devices have made it easier to 
use future IoT technologies. Fairs and academic studies on wearable technology gained 
popularity in the 90s. Wearable technology gained popularity in 2000 with Bluetooth 
headphones.
In 2011, wearable technology gained a lot of attention when Google developed the first 
prototype of smart glasses, today called Google Glass.
In the 2020s, the use of AR and VR glasses, especially in game software on computers 
and smartphones, has increased a great interest in wearable technologies.
It offers various health-related areas such as patient disease symptom monitoring for 
guidance and rehabilitation monitoring in patients’ daily activities and operating rooms. 
Smart healthcare has spurred the development of smart wearable mobile devices. Some 
of the smart wearable mobile devices are smart phones, smart watches, etc. to monitor the 
heart rate, sleep status, blood pressure and other activities. This opens new facets in the 
medical field by sensing data with wearable devices to analyze patients’ health, behavior 
and recommendations to further improve health. It also helps patients to be controlled 
by doctors remotely and in real time. Wearable smart devices should be convenient, 
cost-effective, safer and easily usable by the user. In the future, cloud computing can be 
further enhanced with big data and deep neural networks.
Wearable technologies provide continuous monitoring of physiological and biochemical 
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parameters as well as human physical activity and behavior throughout daily life. Vital 
signs such as heart rate, blood pressure and body temperature can be observed through 
wearable devices. It can also measure electrocardiogram (ECG), ballistocardiogram 
(BCG), and oxygen saturation.  Wearable devices can be attached to glasses, shoes, 
gloves, earrings, clothing and watches. Wearable devices can also be mounted on the 
skin.
The sensors can be placed in environments such as car seats and chairs. Advanced 
smartphone technologies, on the other hand, can transmit this information to a remote 
server for storage and analysis. Wrist activity monitors and mobile phone applications 
can be used to analyze gait with accelerometers and gyroscopes. It is also possible to 
do data analysis with software. In this way, wearable technologies can be innovative 
solutions to health problems..

What Is The Internet of Things (IoT) and How Does It Work?
IoT refers to all systems that can transmit data over a network, information received on 
interrelated computing devices, mechanical and digital machines, objects, animals. It 
includes advantages such as working more efficiently with IoT technology, improving 
customer service and improving decision making.
Figure 3 shows a picture of all devices connected to the internet through databases, data 
aggregators or relays, display services or other devices.
IOT devices send the sensor data they collect to the cloud for analysis and share it with 
the desired devices when necessary. Sometimes these devices communicate with other 
related devices and can make decisions based on this information. The best example of 
an advanced IoT device is the human body. It stores data from our sense organs and can 
mimic most sensory abilities when needed. With IoT we can use it to draw conclusions 
about analog or digital values from sensors.

Figure 3. All devices connected to the internet through databases(URL 2,2022)

For example; With the smart watch on your wrist, we can monitor all the activities of the 
day, the distance you have covered, the steps you take and how your heart beats. This 
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data collected here is analyzed and we can reach important information about our health.

 Basic structure of IoT solutions
An IoT solution consists of many layers, from a physical device to the end user, by 
combining many different technologies into a single product. These layers;

● Device hardware: Every IoT project usually includes hardware including 
Microcontroller Unit (MCU) and sensors/actuators. It is also very important to 
choose the most suitable communication medium for the IoT device.

● Device firmware: According to the content of the project, it is necessary to 
write the device firmware to run on the MCU. This is where we collect data and 
transfer it to other components as needed.

● Communication: There should be a common language for obtaining and sharing 
data from the physical environment. The protocols that provide the connection 
between these devices enable the communication of data both to the physical 
environment and to the application layer.

● Backend system: In this part, all data is collected in the back-end system and the 
management, monitoring and integration of the product is provided. Depending 
on the project requirements, data can be sent to cloud providers. In addition, big 
data analytics can be applied on the data from the Sensors or artificial intelligence 
algorithms can be used when necessary.

● End-user applications: In this part, a modern interface can be designed to control 
and monitor the necessary information.

The Figure 4 diagram below shows the general structure of IoT solutions:

Figure 4. General structure of IoT solutions (URL 3,2021)

The Wearable is based on 3 layers: First Layer, this layer is sensors. The sensors are 
placed closest to the body. Sensors monitor items such as temperature, movement, and 
heart rate. Layer Two, this layer is the link and control layer. The Bluetooth Low Energy 
(BLE) protocol is the most widely used protocol for connecting wearable devices to 
a smartphone or home network. Layer Three, this layer is the cloud from which the 
wearable provides and reads data.
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Different Types of Wearable Technology
Different types of wearable technology, commonly known as wearable technologies, 
refer to smart electronic devices that can be incorporated into clothing or attached to the 
body as implants or accessories. Smart watches, fitness trackers, shiny jewellery, smart 
clothing, body wearables, and head-worn displays are examples of standard wearables 
in Figure 5.
Wearables have gained great momentum with customers over the past decade. 
Smartwatches are probably the best-known wearables. In addition, products such as 
glasses, head-mounted displays (HMDs), Socks and gloves are examples of modern 
wearable technology on the market.

   
Figure 5. Different types of wearable technologies (URL 4,2022)

Since these devices are in contact with the user’s body, they offer services such as 
calorie tracking and sleep monitoring thanks to embedded systems.
Some of the different types of wearable technology include;

1. Smart Watches
Smart Watches can easily access the desired information both on their own screen and 
by connecting to the smart phone. It allows to take EKG heart rhythm, SpO2 or body 
temperature through sensors on the watch.
2. Audible
Hearing aids allow you to hear what is happening around you. It also has audio input and 
output. The earbuds are specially designed to hear ambient noise. These devices have 
microphones on them.
3. Fitness Tracker
With fitness trackers, heart rate, SpO2, steps taken, calories burned and other fitness 
indicators are all tracked. Fitness-oriented products can also send notifications and alert 
messages to smartphones when necessary.
4. Smart Shoes
Smart Shoes have also gained importance in recent years. With these devices, the 
number of steps and speed and step length, distance, walking time and other data are 
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collected with smart shoes.
5. Smart Clothing
Smart suits can provide deeper insights than other examples of modern wearable 
technology, as they come into contact with a more important part of the body, enabling 
advanced monitoring for medical care and lifestyle improvement.

Figure 6. Smart sock (URL 5,2022)

Each smart sock is infused with three thin, soft textile pressure sensors. Attached to each 
smart sock, a magnetic Bluetooth smart electronic anklet collects data and transmits it 
wirelessly to Sensoria’s mobile app and web dashboard to provide runners with real-
time visual and audio feedback, as well as post-workout analysis.
It includes sensor calibration and motion capture algorithms with smart pants and 
combines it with e-skin smart clothes that can be used in daily life. This allows for 
a variety of applications in rehabilitation, sports, occupational safety and wherever 
detailed and robust motion capture is required.
6. Smart Glasses
Smart glasses record what the user sees and send the data to a cloud system when 
necessary. These glasses can do anything like our smartphones and tablets. They have 
internal and external sensors that can collect data from computers, smartphones and 
other electronic devices.
7. Wearable Cameras
Wearable cameras capture images from a first-person perspective. They are often attached 
to clothing such as shirts, hats or helmets. In addition, wearable cameras capture events 
such as daily life, parties, performances, sports and other events.
8. Implantable body sensors
They are implantable, communicating from the inside with the wearer’s body rather 
than the skin. Some of such wearables are available both in fitness monitoring units 
and medically, such as blood glucose, blood pressure, electrocardiography, pulse rate, 
respiratory rate, body temperature, etc. It is intended to measure body information such 
as (Figure 7).
Pill-like sensors have been produced that can monitor blood pressure. After swallowing 
such drugs, the user can easily monitor the data collected from the body.
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Figure 7. Body sensors (URL 6,2022)

Body sensors can be implanted on or inside the skin’s surface. They move with the skin, 
collecting data and transmitting it to computers or mobile phones connected to them. 
Electrocardiogram (ECG) and electroencephalogram (EEG) readings can be made with 
body sensors, and also when the patient takes the sensor pill can be checked. In addition, 
body sensors monitor physical activity and sleep patterns.
9. Life Belt
The Life Belt is a transkarin wearable device that monitors the physical health of 
pregnant women. Obstetricians and doctors do not want the patient to visit them often. 
Thus, they monitor their health remotely using a life belt. It sends alerts to patients and 
authorities if any complications occur. So they can take quick action to save both the 
mother and the fetus.
10. Head Mounted Displays 
Head-mounted display (HMD) is a device that provides virtual reality and augmented 
reality for the user. It is worn on the head or as part of a helmet.[1] In front of it is a small 
screen optics (monocular or binocular HMD). There is also an optical head mounted 
display (OHMD) type. This can mirror the projected images and allow the user to see it. 
A typical HMD has one or two small screens, lenses and translucent mirrors built into 
the glasses. It is used as augmented reality (AR) virtual reality (VR) glasses with HMDs.
11. Smart Jewelry
Another product used in monitoring health data is smart jewelry. These smart jewels can 
be in the form of necklaces, bracelets, watches and rings. They can track your heart rate, 
sleep, stress and advise you on how to stay healthy.
12. Location Tracker
With Location Tracker, it usually receives GPS data and sends the location of the product 
to the connected device. GPS trackers for kids are extremely useful. Especially parents 
can use such devices to find out what is going on around their children and their location.
13. Exoskeletons
It uses a combination of electric motors, pneumatics, levers, hydraulics and tentacles on 



176

Current Studies in Basic Sciences, Engineering and Technology

exoskeletons, also known as outer suits.
Also, Active and passive exoskeletons are the two main types of exoskeletons. The 
user’s movements are strengthened by actuators on active exoskeletons. They can be 
used especially in medical, military and civil settings.

Figure 8. Robot asistance for elderly or infirm people (URL 7,2022)

14. Smart Jacket

  Figure 9. Smart jacket (URL 8,2022)

This Smart jacket can collect information with human health and identify where people 
are in Figure 9. It can wirelessly transmit the data on the sensors on the jacket to the 
cloud. At the same time, the jacket can harvest energy to provide a self-contained power 
source. The life jacket is one of the most widely used wearable devices in the medical 
field. Thanks to these devices, we can control a person’s heart rate or blood pressure. 
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When necessary, this information can be transferred to the hospital environment.

Results And Discussion
The environment in which doctors or other healthcare professionals can best monitor the 
patient for chronically ongoing diseases is the patient’s natural life. Therefore, various 
portable monitoring devices are needed to monitor patients in their natural life. These 
devices can send the data they receive from the patients to the relevant health service 
providers (hospitals, insurance companies, etc.), enabling them to take various decisions 
more efficiently for that person and for the future in health services.
Today, wearable health products come up with devices with much more advanced 
capabilities. For example, it is used to collect vital values such as heart rate with sensors 
attached to the skin surface and to transfer data to doctors on their devices. With portable 
Holter-like devices, the patient’s electrocardiogram can be recorded and monitored 
when necessary. This is done via a wireless electrode that must be in contact with the 
patient. It is usually affixed to the patient’s finger or chest. Smart gloves are designed for 
patients who cannot control their hand movements. The device helps the patient regain 
hand movement with repetitive arm and hand movements. In the academic community, 
many articles and projects have been made in the field of wearable technologies in the 
Health sector.
Modern smartwatches help detect cardiovascular diseases by capturing systolic and 
diastolic pressure. It also offers advice on oxygen and blood pressure levels, sleep 
patterns, diet and activity levels.
The Future of Wearable Technology in Healthcare
Many health-related reasons will affect wearable technology. First, technological 
advances make it easier to design and build non-intrusive technologies that monitor 
a person’s health. Second, technological evolution will solve some pressing technical 
challenges, such as the short battery life and size of these devices. Implantable devices, 
which already have an important role in the field of health (pacemakers), will come to 
the fore with the miniaturization of this technology. Wearable health monitoring devices 
and any technology with similar monitoring functions will be easy to install, use and 
manage, effectively improving quality of life and health delivery.
Technology has helped make significant advances in both patients and healthcare. Thanks 
to its telehealth solutions, patients can now consult digitally and take the necessary 
medicines on time instead of going to hospitals for consultation.
The increase in the use of smart devices has made people want to follow all kinds of data 
on these devices. Businesses in the competitive market, on the other hand, have taken 
technology to different dimensions by not ignoring this desire. One of these dimensions 
and a technology that has attracted attention with its usage rate in recent days has been 
smart products. With this technology, people can keep track of their daily activities 
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and evaluate their statistical results. Human beings can obtain and record many data 
in different ways, but wearable products help in interpreting this data. These products, 
which can be used for all animate and inanimate beings apart from being used only for 
humans, have now become a necessity. The rapid progress of technology makes human 
life much easier, and it can also reveal some vital problems. Before having a technology, 
it is necessary to know the most effective use and protection methods.
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Introduction
Swarm behavior; It is the behavior that causes living things with a colony structure such 
as birds, fish and some bacteria to clump together and move or move with the members 
of the swarm. The swarm behavior was first tested by computer graphics specialist 
Craig W. Reynolds in 1986 by examining bird flocks in a computer environment with a 
simulation program called BOIDS. The simulation allowed the swarm to act with simple 
factors according to the basic rules (Reynolds Engineering & Design). The ability of 
living things to solve problems that they cannot solve individually, as a swarm, is called 
swarm intelligence.
In swarm behavior, the movements are determined by a common intelligence, which 
indicates swarm intelligence. Swarm intelligence; If it is adapted to herd technologies, 
maximum efficiency and sustainability are obtained from the herd by dividing the same 
task among multiple herd members (Kaplan, 2021).

History of Swarm Technologies
In this part of the article, the general swarm systems in the field of robotics will be 
addressed as “swarm robot systems”. In the other subjects of the article, the member 
elements of the swarm robot systems (UAV, IDA and IKA) will be explained in detail 
and system distinction will be made. Swarm robot technologies are a field that examines 
swarm behaviors in natural life and tries to adapt them to robot systems. The field of 
swarm technologies is trying to adapt the swarm functions of living things such as 
ants, birds and fish in natural life, such as organizing among themselves, having an 
autonomous structure, cooperation and coordination, to robot systems as a flexible, 
scalable and robust structure. Swarm robot systems; it generally operates without a 
central entity to control the swarm members. Communication between swarm members 
is robot-to-robot or robot-to-environment (roboticsbiz.com, 2022). An example of herd 
life in nature is given in figure 1.
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Figure 1. Swarm life in nature (Song et al., 2013).

In the field of robotics, the subject of “swarm” was used in G. Beni’s work “The concept 
of cellular robotic system” in 1988, and in “Approach to the dynamically reconfigurable 
robotic system” by T. Fukuda and S. Nakagawa. As G. Beni has stated, cellular robotics 
operates autonomously in an n-dimensional environment and is coordinated with limited 
communication without a central entity. According to G. Beni, these robots cooperate in 
a coordinated way to achieve a common goal (Cheraghi et al., 2021).
T. Fukuda, on the other hand, stated that as a result of his studies, a group of robots 
that act with the logic of a swarm can come together like cells in the human body and 
do complex tasks. In 1989, G. Beni and J. Wang, using the term swarm intelligence at 
the seventh Japan Robot Society Meeting, claimed that robot systems could display 
intelligent behavior by coordinating them (Eberhart et al., 2001). Ronald Kube and 
Hong Zohng; In 1993, they built a multi-robot system (swarm robot) inspired by the 
behavior of natural swarms. Gregory Dudek and his teammates for the swarm robots 
in the same year; He worked on the concepts of swarm size, communication range and 
spacing, communication topology between swarm elements, communication bandwidth, 
swarm organization, swarm heterogeneity or homogeneity, which describe the abilities 
of swarm elements. In these studies, which can be considered the ancestors of swarm 
systems, the concepts such as swarm robot, multi-robot system or swarm systems are 
synonymous, but the use of these concepts in different names is the reason why they did 
not have a clear terminology at that time.
Beni, who studies swarm systems, suggested in 2004 that swarm members should have 
a simple, identical, scalable and local communication system. The concepts put forward 
by Beni form the basis of swarm systems even today (Cheraghi et al., 2021). A number 
of system examples are given in Figure 2.
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Figure 2. An example of a swarm system (Tan & Zheng, 2013).

Swarm Intelligence and Robotics
Swarm robots; It is a system that works for a certain purpose by using swarm intelligence 
software and swarm communication methods in coordination with robots that can work 
alone. For the efficient and successful implementation of swarm robots in the field, 
technology that can organize quickly and take on different formations is needed. This 
need has found itself in light, small, cost-effective and sacrificable robots (UAV, UGA 
and IDA) (Alemdar, 2021).
Swarm robots; they communicate with each other by swarm algorithms receiving 
and giving various data to communication units of swarm elements using swarm 
communication. In general, in swarm algorithms, swarm elements act according to local 
rules and the general behavior emerges from the interaction of swarm elements with each 
other or with the environment. According to the “Swarm Robotic Behaviors and Current 
Applications” study, by converting individual robots to the field of swarm robotics; 
It exhibits behavior based on a local rule set, which can range from simple reactive 
mapping between sensor inputs and actuator outputs to elaborate local algorithms. The 
behaviors in question include the interaction of swarm robots among themselves or 
with the environment (Schranz et al., 2020). Figure 3 shows an example array of swarm 
robots.
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Figure 3. Swarm robots (Hanet al., 2015)

Interactions; It includes reading the data from the sensors of the swarm member, 
processing the swarm member’s task computer or the computer of the relevant unit, and 
transforming the processed data into a response by the actuators (Floreano & Mattiussi, 
2008). By repeating this interaction, the basic behavior of the herd is defined. Before 
entering the usage areas or working principles of herd robots, it is necessary to examine 
the basic principles of “herd intelligence”, which scientists create by observing animal 
herds in nature and abstracting their behavior patterns.
Awareness
Awareness, which is one of the factors that form the basis of herd intelligence, is important 
for a good application of herd intelligence. In its interaction with the environment, the 
swarm member needs to instantly transmit critical elements or situations to the swarm 
of which he is a member, by scanning his surroundings in general threat/opportunity or 
friend/enemy dilemma. It provides awareness by detecting the threat/opportunity data 
individually at the right time and transmitting the relevant data to the other members of 
the swarm. Awareness determines the fate of the herd (Alemdar, 2021).
Autonomy and Self-government
The biggest difference of swarm intelligence from typical robotic hierarchy processes 
is that each element in the swarm can collect data on its own with its sensors and make 
decisions with the relevant data, and react with the decision taken by the microcontroller 
by using the actuators on the robot, which is the swarm member. The swarm algorithms 
of the swarm robots were previously developed with common procedures according to 
the swarm task. Although the roles of the herd members in the herd are similar, they may 
differ according to the task design of the herd. In swarm systems, in order to minimize 
the need for the swarm’s communication system, it is generally requested that the swarm 
decide autonomously according to the instantaneous state of the swarm member without 
receiving a command from the system (Alemdar, 2021).
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Solidarity
One of the situations in which the swarm-like communities and swarm intelligence give 
priority to their basic behaviors is the survival of the swarm. For this reason, every 
member of the swarm should give their basic reactions to the outside in solidarity with 
their swarm. Here, the survival of the individual herd is not important, but the survival 
of the herd itself. Another issue in solidarity is that the swarm immediately starts another 
task after performing the relevant task, and this is cyclical (Alemdar, 2021).

Figure 4. Circular swarm robots (Canciani et al., 2019)

Resiliency 
Although the concept of Flexibility, which means the swarm’s rapid recovery after the 
relevant situation, is referred to as “Resiliency” in the English literature, there is no 
exact equivalent for its use in swarm systems. In any disaster that may happen to the 
herd, the herd’s realization of the current losses and the rapid improvement of the herd 
explains this concept within the herd system. No matter how heavy the loss or losses 
of the herd members are, the herd intelligence should analyze this situation and instead 
make a new role distribution within the other herd members or the herd. It should also 
adapt quickly to this new situation (Alemdar, 2021).

Swarm UAV: Robotic State of Bees
Swarm UAVs, a robotic copying of the behavior of bees between natural swarm systems; 
It consists of a large number of UAVs that perform the task in a coordinated way within 
the herd to perform a task with the operator or the decision mechanism within the herd 
(After et al., 2016)
The sensors of the swarm UAVs can be the same or different depending on the tasks, the 
autonomy levels and the platform types. In this case, we can use the homogeneous and 
heterogeneous classification that we use in swarm systems for swarm UAVs. Although 
the level of system complexity is low in homogeneous swarm UAV systems, sensor 
type, information processing capacity or flexibility capabilities according to tasks are 
more limited than heterogeneous systems. In heterogeneous swarm UAV systems, the 
diversity in the UAV mission capability and the high sensor capability in the payloads 
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carried separately by the swarm elements are very beneficial to the swarm, but technical 
complexity is beneficial compared to homogeneous systems (Oskoei, 2014).
Basically, two control architectures are used in swarm UAV operations, “centralized” 
and “decentralized”. The central control architecture of the UAV system in the swarm 
has a low level of autonomy and autonomy. There is no mutual communication structure 
between the UAVs in the swarm. The operator or operators of the system provide the 
coordination of the herd by getting information from each UAV system separately. For 
this reason, task assignment for the UAV system is made in advance. The advantages of 
low autonomy in the central control architecture are that the system is simple and easy 
to optimize, but the herd is less durable in case of system redundancy or communication 
problems.
On the other hand, the decentralized, that is, distributed control architecture, in the UAV 
system, the herd needs to have high autonomy and mutual communication. UAVs with 
this structure should be able to receive and share information by communicating in 
order to transfer sensor data among themselves. It should be able to make the necessary 
decisions in response to incoming information. In this case, the role of the operator in 
the herd moves to a higher level of management.
Distributed control architecture has a more complex structure than centralized architecture 
because they require a high level of autonomy. In a distributed or decentralized control 
architecture, since the tasks and information are distributed among the UAVs, the system 
is more durable, but it is more important because of its flexibility and redundancy. This 
makes it easier for UAVs to adapt to dynamic environments. The scattered herd; It is 
more resistant to damage that may occur in UAVs by cooperating within the system.

Figure 5. Central and Decentralized structures (Madey, 2013)

Formation Deployments in Herd Systems
Another issue in swarm systems is their deployment depending on the location and task. 
There are 3 deployment tubes, namely “Static Swarm”, “Dynamic Swarm” and “Hybrid 
Swarm”. In static swarm formation, swarm members are selected before the task by 
establishing trust in communication, trust and cooperation among swarm members by 
the system that controls the flight on the ground. In the static herd, participation in the 
herd is prevented from the beginning of the task, and new members are not included in 
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the herd. In dynamic herd formation, new members are allowed to join or leave the herd 
at any time, either before or after the task. The addition of new robots from the same 
control mechanism or group to the herd is called Closed-Dynamic Swarm Formation. 
In the Open-Dynamic Swarm Formation, any third-party robot can be included in the 
herd and the relevant assignment can be made. In dynamic herd formation, difficulties 
such as secure communication and cooperation among herd members come to the fore 
(Akram et al., 2017). Hybrid flock formation allows static flock formation and dynamic 
flock formation to work together as a single body. In this formation, there is a flock with 
a static herd behavior in the center of the herd. The static swarm in the center allows 
other swarm members (UAV) to join the flock.
Communication and Interaction in Swarm UAV Systems
In this section, Swarm Systems and the internal and external interactions of Swarm 
UAVs, which are a structure of Swarm Systems, and communication ways will be 
examined. Coordination among herd members is among the important conditions for 
successfully performing tasks in herd systems. The transfer of the information received 
from the sensors of the swarm elements and the processing of this information and 
its distribution to the swarm elements are important for swarm communication. UAV 
systems included in swarm robots establish swarm interaction with wireless connection 
due to their fast and very flexible movement and wide task areas (Zhu, , 2015).
Current Swarm UAV systems include a ground control system that provides command 
and control. Here, the relevant data is transferred to the ground control system, providing 
information to the operator and the commands transmitted by the operator are delivered 
to the swarm elements. UAVs transmit location information (GPS, if available), speed 
and data from payloads to the ground control system as telemetry. In these systems, 
receivers and transmitters use unlicensed radio frequencies such as 900 MHz to transfer 
data (Campion et al., 2018). The general representation of swarm communication is 
given in Figure 6.

Figure 6. General display of swarm communication (Madey, 2013) 

Swarm communication is divided into two as “Direct Communication” and “Indirect 
Communication” when we look at the communication and coverage area within the 
swarm. Direct Communication is used when swarm systems are from a single center 
and have limited coverage for the respective task. In this communication method, they 
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communicate directly between the swarm elements and the ground control system or 
station without a base station. Communication modules such as ZigBee, which are used 
for direct communication, have low power consumption, low delay communication and 
low cost.
Indirect communication, on the other hand, provides communication between the UAVs 
in the herd and between the ground control station without distance restrictions. In this 
communication method, there are fixed base stations or mobile base stations between 
the herd and the ground control station, and the communication between the systems 
is ensured. Communication units such as GSM or satellite communication are used in 
indirect communication that enables long-distance data transfer. This situation increases 
the power consumed, the cost spent for communication and the delay between units in 
direct proportion to the increase in the coverage area.
The data transfer within the swarm UAVs is divided into three as Broadcasting, Inquiry 
and Synchronization. This distinction is outlined in the STM Thinktech February 
2019 report titled “HOT UAV SYSTEMS: A Future Forecast for Modern Warfare”. 
Broadcasting; It realizes the current state of the swarm element by sharing it with other 
swarm members. In Inquiry, the swarm element sends a message containing the relevant 
data from other swarm elements. Synchronization sends a message to the herd leader of 
the pack containing the synchronization request. Relevant swarm elements that receive 
the request broadcast the data to other swarm elements. 

Swarm UAV and Battlefield
UAV systems first begin their historical process with the logic of remote control. It 
is accepted as the first use of UAV for military attack by Austria on August 22, 1849, 
by putting time-controlled fuse bombs in 200 balloons and sending them to Venice, 
Italy. “Ruston Proctor Aerial Target”, the first unmanned aerial vehicle or aircraft, was 
designed in 1916. In 1917, the gyroscope-controlled automatic aircraft became the first 
official unmanned aircraft of the US Army (Kahveci & Nazlı, 2017).
Unmanned aerial vehicles, which are modern and comply with today’s definition of 
UAV, have been developed since the 1960s. Ryan Model 147, an unmanned aerial 
vehicle developed by the USA, was used in the Vietnam War in the 1970s. UAVs, 
which send videos and pictures to the operator console where the UAV is controlled, 
were first used in the Gulf War in 1991 (Ekmekcioğlu & Yıldız, 2018). Turkey’s UAV 
development process started with the agreement signed by the Undersecretariat for 
Defense Industries with TAI in 2004. The first automatic flight test of the successful 
Bayraktar Blok A, performed by Baykar Defense in 2009, made significant contributions 
to Turkey’s national UAV development adventure (Aydın, 2017). Bayraktar TB2, which 
made its first flight on April 29, 2014; With its armed configuration, it was actively used 
as an armed force along with reconnaissance, intelligence and surveillance in Operation 
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Euphrates Shield, Operation Olive Branch, Operation Claw, Kıran and Peace Spring 
(URL-1).
Clustered use of drones was first seen in 2018 at the Russian-controlled Khmeimim Air 
Base in western Syria. The attack on the base was carried out by an anti-regime group. 
Russian personnel detected 13 UAVs that were preparing to attack at low altitudes and 
prevented them with EW & SHORAD systems (URL-2). On 14 September 2019, a 
clustered drone attack was carried out on Aramco’s oil facilities in Abqaiq and Khurais 
in Saudi Arabia. The attack was carried out with 25 UAVs in the form of two sequential 
waves. Analysis after the attacks revealed that the facility in Abqaiq received 19 hits. 
The Saudi Arabian air defense layer, which consists of the MIM-104 Patriot and Crotale 
Short Range Air Defense Systems developed by France, could not stop the UAV attacks 
(Joshi, 2021).
Turkish Armed Forces; targeted the Syrian Armed Forces in the countryside of Idlib in 
2020 with the use of clustered (Herd) armed UAVs. Using UAV systems in droves, the 
Turkish Armed Forces destroyed more than 200 targets, 5 helicopters, 23 tanks, 23 guns 
and the Russian-made BUK and Pantsir Air Defense systems in a short time (Urcosta, 
2020).
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Introduction
With the world’s population growing by the day, according to UN Food and Agricultural 
Organization sources, the world needs to increase food production by 70% by 2050, 
compared to current statistics. Howver, with the shrinking of agricultural land and 
changes in the climate that support farming due to dwindling natural resources, the 
agricultural sector is experiencing a downtrend, with many traditional farmers looking 
to other sectors for sustainability, which is a concerning situation.
To address workforce issues, many of them began automating agricultural processes 
through the use of machinery and technology. One such technology is Internet of Things 
(IoT), which is used to fill gaps in the supply-demand chain. This technology paved the 
way for farmers to increase crop yield and profits while also addressing environmental 
concerns. IoT Technology in agriculture has resulted in advancements in the development 
of smart machinery, wireless connectivity, and the use of IT services. 
Intelligent farming based on IoT technology assists farmers in increasing productivity by 
taking into account critical parameters such as keeping track of soil testing, understanding 
environmental conditions, the amount of fertilizer used, the number of times agricultural 
vehicles were used, and the use of resources such as water and electricity. 
Assessing these parameters assists them in improving their business and increasing their 
efficiency. The use of sensor technology in conjunction with IoT enabled them to gain 
knowledge on crop health and monitor the condition of the field from any location. 
Because it has addressed many issues in traditional farming procedures, smart farming 
has become an obvious choice for many of them. In the following sections, we will look 
at how IoT has changed the agriculture sector in various ways.

Agriculture Sensors
This section focuses on various sensors used in agriculture, also known as agriculture 
sensors.Based on their usage and application, these sensors can be classified into several 
types. The table 1  below shows   a variety of sensors and their applications.
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 Table 1. A Variety of Sensors and Their Applications [URL-1].

Agriculture Sensors Usage and Application

Placement Sensors
The latitude, longitude, and angle of any location with-

in the required area are determined by these sen-
sors. For this, they use GPS satellite help and support.

Laser Sensors

These sensors measure the soil’s characteristics us-
ing light. To measure the amount of clay, organic mat-
ter, and moisture in the soil, they are mounted on satel-

lites, drones, or robots.

Sensors based on electro-
chemical

These sensors aid in the collection of chemical data from soils by 
accurately identifying charged particles in the soil. They supply 

data in the form of pH and soil nutrient concentration.

Machine-based Sensors These sensors are used to gauge mechanical resistance or soil 
compaction.

Detectors of Dielectric Soil 
Moisture

These sensors gauge soil’s dielectric constant to determine mois-
ture levels.

Sensors for Air Flow Air permeability is measured using these sensors. They can be 
utilised in mobile or fixed positions.

Sensors of light
Optical sensors, as its name suggests, use light to detect the characteristics of the soil. 
They are able to ascertain the soil’s organic matter, clay content, and moisture content. 
Satellites, robots, and drones all use this sensor. There are a variety of commercially 
accessible optical sensors with slightly different traits and structures.
Sensors based on electrochemistry
Two of the most important soil factors to examine are the pH levels and nutrient content. 
These sensors use electrodes to measure the voltage difference between two locations 
in order to calculate the maximum ion concentration like H+, K+, NO3-, and others. 
In order for this method to function, the electrode needs to be in contact with the soil 
sample. Chemical soil analysis is the customary process, which is time-consuming 
and expensive. ISFET stands for ion selective field efficient transistors and chemically 
modified electrochemically active area efficient transistors. ISE is for ion-selective 
electrode.
Sensors for location
Using GPS, location or inertial measurement units are utilised to properly map farms. 
Farmers use these tracking devices to determine where and how much pesticides and 
fertiliser to apply. This can be used to identify irregular landscapes, uneven ground, and 
leveling issues that cause water logging, among other things.
Sensors for airflow
Sensors that measure airflow are used to gauge soil air permeability (Figure 1). How well 
soil prevents air escaping all over it is determined by its permittivity. The kind, shape, 
and water content content of the soil can all be determined using this component. In 
these sensors, silicon chips measure temperature and heating. They adjust their direction 
and speed in response to wind and gases moving thru the soil.
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Figure.1. Agriculture related sensors, services, and applications

These sensors help with conserving and field mapping, which leads to higher productivity. 
They are easier to use and less expensive. Farmers can use these agricultural sensors to 
take an innovative and data-driven approach to each and every stage of the crop’s life 
span, from seed production to cultivation. Field and IoT sensor data can be linked and 
incorporated into the centre console of any responsive system that delivers real-time 
farm analysis..

Drones for Agriculture 
The recent agricultural revolution has been fueled by precision farming. Agronomists, 
agricultural engineers, and farmers are turning to unmanned aerial vehicles (UAVs) 
to acquire extra successful crop insights and more precisely plan and manage their 
operations, and crop monitoring from the air with farmland drones appears to be the 
next big thing. Global positioning system (GPS) technology and geographic information 
system (GIS) tools are heavily used in precision farming techniques to empower fine 
scale monitoring and mapping of yield and crop parameter data within fields. These 
provide more intensive and effective farming techniques, enabling farmers to modify 
fertilizer application recommendations or spot crop diseases early on. With more data at 
their disposal, farm owners can make choices based on both economic and environmental 
factors. For instance, increase the project and environmental savings can be actually 
realized by maximizing fertilizer care and attempting to implement only the proper level 
at the right time (URL-2).
There isn’t a single agricultural mapping drone that works for everyone. Thinking about 
the particular use case is the first step in selecting the best drone for agricultural use. 
When choosing a drone for a particular application, it’s crucial to take into account 
its cruise speed, form factor, payload capacity, physical range, and flight time with 
sensor payload. From emergency and early growth assessments to yield forecasting 
before harvest, durable drone technology adds value throughout the growing season. 
Drones typically fly at a height of 150 meters above the ground while taking pictures 
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with cameras. The image resolution on the ground with this flight height and camera is 
approximately 30 cm per pixel. Then, for large fields, this data is revised down to one 
metre per pixel in order to shorten delivery time. The drones map crops at a rate of about 
three hectares per minute, depending on the size of the field.
Crop non-visible data are gathered by a camera with multi-spectral sensors in four 
different portions of the spectrum: green, red, red-edge, and near infrared. Agronomists 
are then able to provide a precise crop evaluation for each square meter of a farmer’s 
field using the highly accurate maps created from this data. The amount of dry matter in 
the field and nitrogen absorption at crucial stages of crop development are determined 
using data from the drone in Figure 2.

Figure 2. Dusting/Spraying with Drones

When contrasted to farms studied utilising conventional, nondrone methods, drone 
utilisation led to an average higher yield of 10%. By 2024, 200,000 agricultural drones 
will have been shipped, and the market will be worth over $1 billion, predicts Global 
Market Insights. According to GMI, farmers’ increased awareness of the advantages and 
disadvantages of employing drones in agriculture will contribute to the growth through 
2024. 

The following agricultural drones are offered for sale commercially:

• Precision Hawk’s DJI Matrice 200 v2: Since working with DJI in 2016, Precision 
Hawk has prospered in the industry and is a well-liked drone option for farmers. 

• The M200, according to Precision Hawk, is perfect for “the hardest farming settings” 
since it has sophisticated obstacle detection and can operate in below-freezing 
temperatures. 

• SenseFly’s eBee SQ is marketed as a “sophisticated agriculture drone,” and the 
company’s own emotion software, which makes developing a flight plan simple, is 
its key selling feature.

• In a single trip, the drone can record footage covering hundreds of acres.
• Sentera PHX Complete System: The PHX can gather data from 700 acres and 

features a lengthy unidirectional communication link.
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Farmers can increase operational effectiveness and carry out plant health analytics thanks 
to SenetraUnmanned aerial vehicles (UAVs) are quickly becoming acknowledged as a 
more precise and costeffective alternative to satellites and manned aircraft, which have 
historically been employed to monitor farmland. Studies show that even on overcast 
days, drone imagery has a greater rate of accuracy and resolution. Accurate crop health 
checks utilising UAVs can be done all year round, but traditional terrestrial approaches 
to data collecting in difficult weather conditions could possibly delay projects for days.

Livestock Monitoring 
Farmers can increase operational effectiveness and carry out plant health analytics thanks 
to SenetraUnmanned aerial vehicles (UAVs) are quickly becoming acknowledged as a 
more precise and costeffective alternative to satellites and manned aircraft, which have 
historically been employed to monitor farmland. Studies show that even on overcast 
days, drone imagery has a greater rate of accuracy and resolution. Accurate crop health 
checks utilising UAVs can be done all year round, but traditional terrestrial approaches 
to data collecting in difficult weather conditions could possibly delay projects for days.

Figure 3. Monitor and manage huge livestock

Common issues in the livestock sector include animals ingesting harmful materials like 
plastic and getting   sick, a high animal fatality rate, no record of livestock if there are a 
lot of them, and if a farm animal goes    missing there is no way to know where they went 
and therefore no record.A cuttingedge solution called a livestock monitoring system 
is created and constructed utilising sensors, GPS, and other technologies that are all 
combined with a protocol stack for communication. 
Using this surveillance device, farmers can keep an eye on their livestock from a 
distance. The tracker gadget, which can be fastened to collars, can keep an eye on the 
wellbeing of the animals as well as their chewing habits, geographic information, and 
pasture management. The Internet of Things-enabled cattle monitoring system could 
be a boon to livestock farming. It aids in the administration of farm  animals as well as 
other farm equipment. 
IoT-enabled herd management solutions provide data on numerous facets of cattle health. 
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Animals’ position, temperature, pulse rate, and heart rate are tracked via a wearing collar 
or tag with sensors, which wirelessly communicates the information to farmers’ devices 
in almost real-time. Each of the farm animals has a movable tracker on them. To avoid 
sticking out from the animal’s body, the  tracker gadget is made to be compact and low 
in weight. The device includes a GPS tracker and sensors that enable round-the-clock 
monitoring of the animals’ movements and well-being.  The technology is designed to 
monitor the behaviour of livestock.Farmers can use the system’s behavioural tracking 
capability to see what their cattle are consuming. In         addition to the equipment, there 
are mobile apps, online apps, and IoT Dashboards. Farmers may safeguard  areas where 
cattle can wander freely by using the smartphone’s associated application to establish 
virtual borders with geofencing. The tracker notifies the mobile application if the cattle 
departs from the predetermined bounds. 
If the livestock ingest something harmful or unsuitable, it will also transmit alarms. In 
this way, farmers mayprevent disease in their cattle. The system can run on LPWAN, 
which is widely available and guarantees     proper connectivity. LPWAN protocols 
come in a variety, and the one picked depends on the application. 
Farms today have a lot of animals, making direct connection between personnel and all 
of the animals          unfeasible. It can be used to track farmed equipment to avoid theft. 
IoTenabled livestock monitoring makes  it possible to remotely monitor all animals and 
offers reliable data on each one on the farm.
GPS Tracking of Livestock Movement
These days, it’s crucial to observe animal behavior and their movements. The 
whereabouts of cattle may be followed around-the-clock, every day of the week, thanks 
to the livestock monitoring system. A lost animal can also be found and saved right 
away. The solution makes it simple to set up grazing borders for cows and other farm 
animals by integrating a GPS tracker with a geofencing capability.
Monitor  Livestock Health
In order for us to obtain nutritious goods from cattle, the animals must be in good 
health. The cattle remote monitoring assists in keeping track of the wellbeing of the 
cattle. To make smarter choices about cattle weight, timing of meals, and other issues, 
the feeding pattern can be observed. It is possible to monitor the time and behavior of 
the medication as well as the birthing, lactation, and other events if cattle become ill, 
such as lameness. If livestock are properly fed and digested, they can produce milk that 
is more nutrient-rich. Animals can receive better care if feverish symptoms are caught 
early thanks to temperature sensors.
Lower the Livestock Mortality Rate
Farmers may force their animals to consume antibiotics or steroids in order to obtain 
additional products      from farm animals. These antibiotics can harm livestock in ways 
that can result in the animal’s death. With  the livestock monitoring system, you can 
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track your livestock’s eating habits and provide them with nutritious feed to produce 
better results. In addition, if farm animals become ill, the illness can be detected   and 
treated before it is too late. In this way, the monitoring system contributes to lower 
livestock mortality   rates.
Livestock Identification and Better Security 
With livestock monitoring systems, animal identification becomes easier. You can 
easily track birth information, breed, identification marks, and so on. The livestock’s 
production history can be tracked. The tags make it easier to identify the livestock and 
improve their security. This can reduce the likelihood of theft and lost cases (URL-3).
Pasture Management Improvement
The livestock monitoring system can help to improve the pasture or grass that animals 
eat. Farmers can track the movement of the animals as well as the area in which they 
graze. Animals will eat better grass as a result, and we will get better products from 
them. It will increase the profit earned by farmers from livestock

GEO Fencing
Crop destruction caused by wild animal intrusion into farm fields has recently become a 
common challenge for farmers all over the world. Wild animals straying into farm fields 
and squashing crops are becoming    more common, posing an economic challenge for 
farmers. Animal intrusions cause crop damage; therefore, farmers must be constantly 
vigilant to protect their crops. Farmers suffer a significant loss of crops and         resources 
required for crop expansion as a result of this. As a result, preventing animal aggression 
is critical for crop protection. This problem can be addressed with the aid of a WSN 
(Wireless sensor network). Together with the IoT (Internet of Things), the sensor 
network lets the farmers stay connected to their farms anytime, anywhere. Emerging 
IoT technology with IoT devices can be used to capture wild animal detection and 
environmental information for human observations through the smartphone application. 
The IoT enhances things to be detected and/or remotely controlled through the current 
network infrastructure, generating opportunities for more direct interaction with the 
physical environment through computer-based systems and contributing towards 
precision, performance, and economic benefits.

Smart Green Houses 
The world’s agriculture sector is under intense strain as a result of climate change, 
diminishing resources, and rising population. It should come as no surprise that 
growers are utilizing cutting-edge techniques to enhance crop resiliency and operational 
efficiencies as the degree of unpredictability rises. Smart greenhouses serve as a perfect 
example of how the Internet of Things (IoT) is much more commonplace nowadays 
in agriculture. A greenhouse offers a regulated environment that is tailored to the 
needs of the vegetation being grown within. Microclimate and agronomic factors have 
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historically been recorded somewhat manually and unevenly. What can be quantified 
has a limit, and farming operations follow a predetermined, speculative schedule. On 
the other hand, the climate in the greenhouse is constantly influenced by changing 
weather patterns and “invisible” factors like doors open or early-stage infections that 
could harm crops. Smart greenhouses, which are outfitted with contemporary sensor 
and communications technology, automatically record and disseminate information on 
the environment and crop around-the-clock. In order to find bottlenecks and anomalies, 
collected data is sent into an Iot ecosystem where analytical algorithms transform it into 
useful insight. As a result, on-demand control over HVAC, lighting, and irrigation as 
well as spraying operations is possible. The creation of predictive models to evaluate the 
risks of agricultural disease and infection is made easier by continuous data monitoring. 
A smart greenhouse enables growers to optimize yield rates while reducing labor 
requirements and increasing resource and chemicals use efficiency in Figure 4 (URL-4).

Figure 4. Flowchart of Smart GreenHouse

Keep optimum microclimatic conditions.
Farmers may gather multiple data points with previously unheard-of granularity thanks 
to IoT sensors. In the greenhouse, they offer real-time data on important climate variables 
like temperature, humidity, light exposure, and carbon dioxide. The ideal conditions for 
plant growth are maintained while promoting energy conservation thanks to the data 
that prompts pertinent adjustments to HVAC and lighting settings. To maintain a strictly 
controlled atmosphere, motion/acceleration sensors assist in identifying doors that are 
mistakenly left open.
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Improve Fertilization and Irrigation Techniques
Farmers can monitor agricultural status as well as environmental measurements thanks 
to intelligent conservatories. This ensures that fertilization and irrigation practices 
are in accordance with the actual requirements of grown plants for best yields. Soil 
volumetric water content measurements, for instance, can indicate that crops are under 
moisture stress. Similar to that, measurements of soil salinity assist determine whether 
fertilization is necessary. With the least minimum of user input, watering and sprinkling 
systems can be programmed to respond automatically to the group’s needs in real time.
Infection control and disease outbreak prevention
Harvest disease is a recurring problem for farmers, with every epidemic having a negative 
impact on crop margins. Although farmers have access to agrochemical treatments, they 
frequently don’t know when to use them. A failure to utilize treatments could result 
in harmful disease outbreaks, whereas applications performed too frequently create 
ecological, safety, and financial problems. Data on greenhouse settings, outside weather, 
and soil properties are combined with a machine learning platform to gain significant 
insights into current insect and fungal concerns. By using this knowledge, farmers may 
use the least amount of chemicals while still providing a healthy crop.
Improve Security and Prevent Theft
Crops grown in greenhouses with high value are a tempting target for burglars. Many 
farmers lack a reliable security system since installing typical CCTV surveillance 
networks is expensive. In this situation, Wearables in smart greenhouses offer a cost-
effective infrastructure to track door status and spot shady activity. When a safety issue 
occurs, they immediately alert growers because they are connected to an automatic 
alarm system.
Components of an Intelligent Gardener
What therefore is required to put a smart greenhouse in place? There are a few crucial 
aspects you need to consider:
a) Battery-powered, low-power sensors that can record different meteorological, 
agronomic, and safety datasets
b) Trustworthy, affordable wireless communication to send information from cross-
greenhouse detectors to a distant gateway
c) A diagnostic deep learning platform that extracts information from sensor data and 
presents it on preferred UIs to enable decision-makers to make well-informed decisions 
about farming activities. The platform can be quickly integrated with conservatory 
control systems that have already been put in place to get HVAC, illumination, watering, 
and sprayer networks working on their own.
Because they are spread out over large geographic areas, advertising greenhouses 
facilities need protracted wireless connection with excellent penetration capabilities. By 
using this method, a gateway can be placed closer to the power source, saving money 
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on trenching for wires while assuring dependable data delivery. Scalability, which 
minimizes the number of ports necessary to reduce the cost of hardware, installation, 
and operation, is another factor to consider.

Predictive Analytics 
The agricultural value chain provides a wide range of use cases and specific applications 
for analytics. Analytics solutions make use of Big Data, IoT, Cloud, GPS, and other 
technologies to produce pertinent data from which actionable insights can be derived. 
Farmers and financial institutions may now make much better information decisions 
thanks to this.Basic data from Information Management Systems should be requisitioned 
to unleash the potential of analytics. In order to reap the benefits, this will ultimately 
encourage smart farming and better decision-making. The benefits of analytics-enabled 
smart farming are outlined in the framework shown in Figure 5.

 
Figure 5. Information of Management system

 
Challenges in Building The IOT Platform

IoT technology and smart farming both demand constant internet access. In many other 
parts of the world as well as underdeveloped nations, this is not accessible. Market 
speculation holds that consumers aren’t  always eager to acquire the newest Internet of 
Things gadgets outfitted with agricultural sensors. There aren’t always the necessary 
pieces of infrastructure, such smart grids, transportation systems, and cell towersThis 
makes it more difficult for its use to increase. Above all, the link needs to be very energy-
efficient so that sensors can be left in place for years with little need for upkeep.
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Conclusion

According to FAO forecasts, the globe would need to produce 70% extra foodstuff in 
2050 as the human population grows exponentially.  As a result, increasing crop yields 
becomes crucial. As a result, IoT may play a significant role in this process.Farmers and 
ranchers can now practise smart farming thanks to the use of IoT.  Smart farming has 
two advantages: farmers can spend less time in the fields while increasing crop yields. 

In a nation like India, in which farming is the foundation of the business and the 
industry is founded on it, this contemporary farming strategy has the ability to usher 
in a new era of agricultural revolution and pave the way for progress. Additionally, the 
utilization of various sensor types in IoT is illustrated using general scientific principles.
This study’s objective was to introduce the Internet of Things and discuss how it 
might be applied to agricultural practices. The main objective was to provide a more 
thorough explanation of the various agricultural sensors utilized to gather data. The 
advantages of many frequently made sensors were briefly discussed. The report also 
covered the uses, advantages, disadvantages, and restrictions of agricultural sensors.
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Introduction

We are witnessing a rapid increase of Information and Communication Technologies 
(ICT). The tremendous growth of new services and demand has led to the design and 
development of new devices which can satisfy various demands in terms of shape, size 
and functionality. Undoubtedly, the Internet of Things (IoT), generic term to describe 
the ability of physical objects equipped with sensors and processing units to connect 
and exchange data with other devices, has been decisive for the deployment of those 
equipment. On the other hand, with the deployment of 5G, a new wireless mobile 
network standard, everything can be connected with higher data rate and speed, lower 
latency and more reliability. The spread of 5G networks is essential for the full usage of 
IoT and virtually connects everything (or everyone) to everything. According to (Galov, 
2022), the number of connected devices will be around 29.4 billion by 2030. 
Besides, academic studies on antennas, which are indispensable elements of wireless 
communication and internet of things applications, continue intensively. Along with the 
developing technology, it is important that antennas are portable on the user in terms of 
not interrupting the communication, as well as being able to work with high gain in the 
newly allocated frequency bands. Here, portable means that the devices are part of the 
user body, clothes, or accessories, rather than being carried in their hands or in pockets 
like mobile phones or tablets. In fact, the word wearable is more often preferred to the 
word portable and it is used for any electronic device that is worn as an accessory or 
embroidered into clothing or implanted under the skin or tattooed on the skin. Wearable 
antennas can be integrated into many portable devices worn on the user, as shown in 
Figure 1. These devices can be, for example, smart glasses, smart belt, as well as smart 
shirts and trousers (Rodrigues et al., 2018). 
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Figure 1. Wearable technologies that can be worn on the user (Rodrigues et al., 2018)

Wearable technologies are used in many areas today. They are frequently used in 
applications such as monitoring the physical activities of people (Tokucoglu, 2018) and 
patients (al Bassam et al., 2021), and monitoring the life signals of elderly people (Baig 
et al., 2013) etc. For instance, measuring body health signals   such as cardiac rhythms, 
blood pressure, temperature and transferring them to a central hospital instantly is vital 
in the follow-up of patients (al Bassam et al., 2021; Dias & Cunha, 2018; Roudjane et 
al., 2018). On the other hand, in sportive activities, wearable technologies are used to 
obtain location and direction information of athletes, monitor their performance and 
track targets, as well as monitor their health status (Tokucoglu, 2018). Likewise, in the 
defense industry, wearable technologies are designed and developed for purposes such 
as monitoring the health status of soldiers, navigation and communication (Sharma et 
al., 2020). In the next five years, the military wearable technologies market is expected 
to reach 3.4 billion USD (Marketsandmarkets, n.d.). In mining, wearable technologies 
are of vital importance to instantaneously locate workers with wireless communication 
and, if necessary, to evacuate them from dangerous areas.
One of the most important components of a wearable device is the antenna part  used 
to send and receive signals to be processed later. Depending on the application and 
the type of wearable device, the antenna needs to be tailored to extract the most useful 
information from the sent/received signal with the lowest degradation. If the wearable 
device is embedded in the clothes of the user, the antenna should be made from flexible 
materials for achieving a highly embedded device that is not obtrusive. However, the 
flexibility of the antenna that has to be considered when designing an antenna is also 
a factor for degradation of the signal. In parallel, the antenna should be low profile for 
compactness purposes. Additionally, the antenna designer should pay attention to the 
proximity of the antenna to the body that is likely to degrade the performance of the 
device.
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This book chapter is dedicated to reviewing current trends on wearable antennas. 
The second part of this review will be on a brief history and applications of wearable 
devices. Then, the antenna, an essential element of wearable devices will be reviewed. 
In particular, some of the different fabrication processes existing in the literature and 
materials used for the antenna fabrication will be explored.            

     
Brief History and Applications of Wearable Antennas

Although some consider the introduction of wearable devices back to the Middle Ages, 
to the invention of the first glasses, modern wearable technologies reached their current 
usage with the development of computers in the middle of the 20th century (Ometov et al., 
2021). The rapid development of portable computers has brought different applications 
in many other fields. The emergence of the first hearing aids in the 80s with the increase 
in the functionality of wrist watches in parallel to technological developments can be 
shown as the first examples of wearable technologies. The 70’s and 80’s were also the 
years when wristwatches with calculators were introduced to the market. Examples are 
Hamilton Pulsar (1975), HP Algebraic Calculator (1979) and Seiko Data-2000 (1983). 
The advances of wearable devices have been boosted by the introduction of the Bluetooth 
Technology (BT), a protocol for connecting different devices wirelessly (Ullah, 2009). 
This enables remote control and wireless transfer of information between any two or 
more wearable devices equipped with the BT. This highly popular technology stands 
out because it is cheap, easy to use and does not have to be on the line of sight of 
communication (Verma et al., 2015). In 1999, the first Bluetooth headset was released 
as one of the first wearable devices using the Bluetooth technology to communicate with 
a cell phone (Seneviratne et al., 2017). 
In parallel, we witnessed the development of a new type of wearable device which can 
be mounted on the head next to the eye of the user and displays images as if it were 
seen by the eye.  One of the early initiatives, the so called EyeTap project (Mann et al., 
2005), is considered as the father of the first prototype of Google glasses which were 
available to the public in 2014 (Wikipedia contributors, 2022). The ambition of Google 
was to build a head-worn computer that will help to “explore and share the world”. 
These new technologies contributed to the widespread use of Augmented Reality (AR) 
technologies (Carmigniani et al., 2011). 
The existing commercial wearable devices may be classified as: accessories, e-textiles, 
and e-patches. The above-mentioned devices are considered as accessories because they 
are not part of the clothes nor the body of the user. These are accessory devices in the form 
of wristbands, wristwatches and glasses. They can be worn and removed at will. On the 
contrary, e-textiles are the product of the integration of electronics with the traditional 
textiles (Komolafe et al., 2021). Thus, sensing physical activities, communicating with 
other electronic devices can be easily performed. For delivering drugs to the patient and 
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for monitoring biometric parameters such as body temperature, heart rate etc., e-patches 
are employed (Vijayalakshmi et al., 2018). These devices are placed directly on the skin 
of the user. 
Although one the first e-textile devices (electrically heated gloves) was released in 1910, 
most of them have been developed after 2000, triggered by the rapid rise of modern 
technology (Hughes-Riley et al., 2018). Technologically more advanced e-textile 
devices consisting of electronic devices incorporated into pockets of the clothing have 
been proposed (Heilman & Porges, 2007). Heart rate monitoring sport bra (Navalta et 
al., 2020), ECG sensors in garments (Uz Zaman et al., 2020; HealthWatch contributors, 
n.d.), smart socks equipped with textile sensors to count footsteps, distances etc. 
(Sensoria contributors, n.d.) are some of the many examples that can be found in the 
literature. For more applications of wearable e-textiles, readers can refer to (Uz Zaman 
et al., 2022; Stoppa & Chiolerio, 2014; Komolafe et al., 2021; Dacuna & Pous, 2009).    

Wearable Antenna Fabrication Techniques and Materials
An antenna is a key component of a wearable device. It allows the device to communicate 
with other surrounding equipment and to get rid of the cable bundle if the communication 
must be made with other on-body devices. Although, theoretically an antenna can be in 
various forms, it should obey certain criteria that will qualify it as wearable. For instance, 
to be unobtrusive, its overall size should be as small as possible. Thus, as opposed to 
bulky antennas, like horn antennas, its thickness should be the lowest possible. These 
antennas are said to be planar or low profile antennas. Low profile antennas are widely 
used in applications such as RFID localization (Dacuna & Pous, 2009), communication 
(An et al., 2018), biomedical (Islam et al., 2022) etc. These low-profile antennas are 
generally made of a substrate under which a metallic ground plane exists and a metallic 
patch to radiate the electromagnetic wave to the surrounding medium. Depending on the 
material of the substrate and the fabrication process, these antennas can be characterized 
as flexible, conformable etc. Below, various wearable antennas will be presented. They 
will be examined within two categories: the process of fabrication and materials used 
for their manufacture.
Fabrication Techniques
Various techniques have been considered for the fabrication of wearable antennas. 
Among other techniques, screen printing (Blayo & Pineaux, 2005), inkjet printing (H. 
R. Khaleel et al., 2013; Le et al., 2013) and embroidery (Tsolis et al., 2014) methods are 
probably the most popular ones. 
The antenna can be easily and economically printed employing the screen printing 
technique (Figure 2a). It consists of transferring the ink to the substrate through a stencil. 
As shown in the figure, a squeegee blade is used to force the ink downward. Despite 
the advantages underlined above, this process has some disadvantages. Because of the 
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nature of the process, it leads to printed patterns with low resolution and the thickness of 
the layer deposited can not be controlled. This can be a problem for antenna applications 
where precise thickness is needed (el Gharbi et al., 2020).    
The inkjet printing method is an alternative printing technology (Figure 2b). Small 
amount of droplets, in the order of 1 pL, are deposited on the surface of a substrate 
either using the continuous inkjet or the drop-on-demand technique. The amount of 
liquid deposited to the substrate is controlled by a computer and directly deposited to 
the position where the antenna pattern is. Thus, highly precise patterns can be printed 
without the need for a mask. This makes the technique very efficient and economic when 
compared to other techniques. In the drop on demand process, a single drop of the ink 
can be ejected by increasing the pressure within the reservoir either by a piezoelectric 
actuator or a resistive heater. Most electronic boards manufacturers use the drop on 
demand technique. Although many other types of metal inks such as copper or gold 
exist, silver nano-particle ink is prefered for printing conductive circuits because of its 
relatively low curing temperature and high electrical conductivity (Kim, 2020).

          
                                         a)                                                            b)
Figure 2. Printing processes, a) screen printing (Blayo & Pineaux, 2005), inkjet printing  (H. R. Khaleel 

et al., 2013; Le et al., 2013)

In recent years, embroidering has become popular among scientists and engineers  
for fabricating wearable antennas (Tsolis et al., 2014). It uses conductive threads and 
specialized computer assisted machines to sew the metallic part of the antenna on a fabric 
substrate. The process of embroidering is shown in Figure 3. First, the antenna geometry 
is drawn on a computer, then after the digitization step, it is sent to the computerized 
embroidering machine that is purposely used to embroider the antenna on a textile. 
This technique is the prefered one when it comes to the fabrication of textile antennas 
since there is no need to use adhesive material to glue the patch to the substrate. In fact, 
as will be discussed below, using a third material between the patch and the substrate 
may change the antenna physical properties and deteriore the antenna performance. 
There are several criteria that have to be considered when using embroidering technique 
to fabricate textile antennas. First, the conductivity of the thread has to be as high as 
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possible. For this reason, silver threads are mostly used for embroidering the antenna 
conductive parts on the substrate. Second, the threads should be strong enough but 
flexible at the same time so as not to split under hard working conditions (Ali et al., 
2020).      
         

         
Figure 3 Process of fabrication of the embroidered antenna (Wang et al., 2012)

Recently, Laser Direct Structuring (LDS) method is gaining attention for the fabrication 
of conformable and wearable antennas. LDS is an innovative technology for fabricating 
antenna structure on thermoplastic materials specifically manufactured for that purpose. 
As shown in Figure 4, the fabrication process is implemented following 4 distinct 
operations. First, the part on which the metallic part will be patterned is fabricated by the 
injection molding technique. Commercially available thermoplastic materials provided 
with LDS additives (thermoplastic doped with a metal-organic compound)  or any other 
plastics, metals, glass, FR4  can be used for the molded part. In the latter case, the 
material should be coated with some special painting material to prepare the surface 
for the LDS process. The LDS ready material is a special plastic doped with a mixed 
metal oxide that can be activated with a laser beam. The second step is the activation 
of the surface where the antenna pattern will be metallized. The laser patterning of the 
conductive traces is essential for the copper to adhere firmly to the surface of the part. 
Once the surface of the part (antenna) is activated by treating it with the laser beam, 
the part can be metalized (deposition of the copper ions to the activated surface) by 
the electroless plating process. Subsequently, other surface finishing techniques such as 
reduction of the oxidation can be employed (Yang et al., 2017; Stafford, 2014; Kumar 
et al., 2020). 

Although the LDS technique is well-known for structuring electronic circuits for molded 
interconnect devices, to the best of the author’s knowledge, it has not been fully exploited 
for flexible and wearable antenna fabrications. For many years, it has been considered 
mainly to manufacture antennas for consumer devices such as smartphones, laptops 
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and tablets (Friedrich et al., 2016). Only recently, other devices such as smart watches 
and wristbands have been shown as potential applications for the LDS method (Kumar 
et al., 2020; Berkelmann et al., 2018). Future direction of research should definitely 
include other wearable antenna applications such as flexible and textile ones. The 
appropriateness of textile materials for LDS technique should be studied and examined. 

In (Kumar et al., 2020), LDS technique has been proposed for the fabrication of an 
antenna for a wristwatch wireless sensor (Figure 5a).  In the aforementioned work, 
the antenna structure is printed on an ASA thermoplastic enclosure. In order to allow 
metallization of the selected parts, the part is then coated with an LDS epoxy layer. After 
having implemented a π-type matching network, it has been shown that the measured 
results exhibit acceptable impedance and radiation characteristics.    

Figure 4. Laser Direct Structuring Process (Yang et al., 2017)

In (Berkelmann et al., 2018) authors proposed the LDS technology for the fabrication 
of off and on-body communication antennas to fit the 3D surface of a human body. A 
slotted patch antenna and an inverted-F antenna are designed to operate at the same 
frequency band of  2.4 GHz for Wireless Body Area Networks (Figure 5b). The Vectra 
840i LDS, a Liquid Crystal Polymer (LCP) is used as a substrate for structuring the 
antennas. It has been shown that by utilizing the LDS technology, the desired excitation 
of the electromagnetic wave components for both off and on-body communication is 
possible. Moreover, this technology allows a compact and conformal integration of the 
antenna system to the human wrist. 

            
                                             a)                                                                    b)

Figure 5. a) Wristwatch device showing the antenna unit (Kumar et al., 2020), b) Wristband on a 3D 
human wrist model (Berkelmann et al., 2018)
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Antenna Materials 
The choice of the material is utmost important for the fabrication of the wearable antenna. 
Both of the dielectric (substrate) and the conductive (ground and radiating patch) parts 
of the antenna should be chosen properly. In fact, the nature of the material of the 
antenna will directly affect its performance as well as its integration to the garment. An 
appropriate selection of the material will contribute to the flexibility and conformability 
of the antenna. In this work, although other materials exist, only textile and polymer 
based antennas and related works will be presented and discussed. 
Textile Based Antennas
Early textile antennas were based on rigide conductive copper foils directly glued to the 
textile materials. It is known that one of the first studies on antennas on fabric materials 
was conducted in 2001 by (Salonen et al., 2001). In the aforementioned study, a flexible 
PIFA antenna working as single band and dual band in Bluetooth and UMTS bands 
was designed and manufactured. It has been observed that the working performance 
of the antenna structure, which is claimed to have been the first commercial thin and 
flexible antenna, is satisfactory. The same author, in another study, examines the effects 
of different fabric substrates on a GPS antenna (Salonen et al., 2004). In this study, it 
is mentioned that fiber-reinforced synthetic fabric, whose trade name is Cordura, can 
be preferred because of its resistance to mechanical changes and the presence of water. 
In (Salvado et al., 2012), the authors compare many fabric materials used in antenna 
manufacture. As expected, Cordura® + copper foil gives good results.
According to the authors, the first all-fabric PIFA antenna was manufactured using 
conductive copper polyester taffeta, in 2012 (Soh et al., 2012). As seen in Figure 6a, the 
antenna is completely made of fabric, and the conductive copper taffeta fabric is sewn 
directly onto the felt fabric with thread. More recently, a low-profile ultra-wideband 
antenna capable of operating between 1.198–4.055 GHz for microwave medical imaging 
has been developed by applying conductive copper taffeta fabric on a polyester fabric 
(Lin et al., 2020). By using conductive copper taffeta fabric instead of traditional copper 
foil, a 100% textile wearable antenna was developed and the flexibility, which is a very 
important parameter in wearable antennas, was increased (Fig. 6b). In this study, copper 
taffeta was attached to the polyester fabric with a very thin thermal film and iron steam. 
In addition to providing a solid adhesion, it has been reported in (Loss et al., 2016) that 
the addition of the adhesive thermal film may experience shifts in conductivity and 
dielectric properties of the material, which will affect the performance of the antenna. 
Since the copper taffeta fabric is a highly conductive and corrosion resistant material, 
the decrease in antenna performance due to the weakening of the conductivity caused 
by corrosion can be prevented.
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   a)      b)

Figure 6. a) PIFA antenna (Soh et al., 2012) and b) UWB antenna (Lin et al., 2020), made of copper 

taffeta on polyester fabric. 

In (Loss et al., 2016), it is aimed to harvest energy at 900 MHz and 1800 MHz frequencies 
by integrating the antenna directly on the fabric made of Cordura ® fabric.

Figure 7. Smart coat with integrated dual band antenna for energy harvesting (Loss et al., 2016)

In this study, instead of copper foil as a conductive material, the structure forming the 
antenna is embroidered on the fabric with a conductive thread (Figure 7). It is thought 
that in this way, the antenna will be more invisible and can be easily hidden in the 
clothing. In addition, the use of a conductive thread instead of a copper foil, which is 
a harder and solid material, is important for the ease of use of the clothes. Processing 
antennas directly on fabrics with embroidery machines provides advantages for mass 
production. Especially with the digitalization of embroidery machines, the transfer of the 
antenna pattern directly to the computer-controlled machine facilitates the processing of 
antennas in different colors and complex forms (Kiourti & Volakis, 2015). Embroidered 
antennas are easy to apply and mechanically robust, which makes them advantageous 
over other fabric antennas. However, it is necessary to pay attention to aspects such 
as the conductivity, durability and flexibility of the thread used, and the direction and 
density of embroideries (Chauraya et al., 2012). The direction and the density of the 
embroidery (Zhang et al., 2012) not interfering with the flow of the electric current will 
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positively affect the antenna performance.         
One of the antennas embroidered directly on the fabric is given in (Moradi et al., 2013). 
In this study, RFID tag performances operating at UHF frequencies were examined 
according to embroidery direction and patterns, and the reading distance of the antenna 
was tested on the body. In 2005, the authors developed another approach by integrating 
the antenna directly into the embroidered logos on the garment (Soh et al., 2012). A 
similar study can be found in (Atanasova et al., 2022). Thanks to the high sensitivity of 
the embroidery machine, more resistant, flexible, lightweight and colorful logo antennas 
have been developed. More recently, an RFID tag antenna that can operate in the 870-
990 MHz range has been produced with X-static (©Kwontex, Korea) conductive yarn 
formed by twisting many silver-plated thin elastic nylon fibers (Figure 8). In this study, 
the effects on antenna performance of parameters such as yarn density and the antenna 
deformation were investigated. It is concluded that increasing the yarn density would 
also increase the resonance frequency (Truong et al., 2021). In another study, a compact 
textile antenna, knitted with Zari silver conductive material, was embroidered on a 
cotton substrate in order to monitor the heart rate. Besides the humidity, deformation, 
and wrinkles, the effect of the human body on the antenna performance is investigated 
(Anbalagan et al., 2020).      

               
Figure 8. Embroidering RFID tag antenna using X-statik conductor thread (Truong et al., 2021) 

In (el Gharbi et al., 2022), the authors embroidered a curved dipole antenna on a cotton 
t-shirt to monitor real-time breathing (Figure 9). The conductive parts of the antenna 
are made of a Shieldex® brand conductive thread. It has been shown that the antenna 
operating at the 2.4 GHz frequency consistently detects the person’s breathing in different 
positions (standing and sitting) and in different breathing patterns. It is predicted that the 
developed antenna can be used to detect problems such as respiratory failure in newborn 
babies, sleep apnea and asthma in children and adults.
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Figure 9. Embroidered antenna integration into a cotton T-Shirt for breath monitoring (el Gharbi et al., 
2022)

Polymer Based Antennas 
Polymers have the great advantage to be highly flexible and stretchable that make them 
suitable for wearable applications. As such, polymers are mostly used as substrates. 
Due to the proximity of the antenna to the human body, it must be robust against any 
deformation. For instance, if the antenna is mounted on a clothes, it must withstand any 
bendings and twistings of the fabric. Moreover, polymers are highly resistant to water 
and they can be used without altering their electrical properties. Among various polymer 
materials, the polyimide, the Polyethylene terephthalate, (PET), the polydimethylsiloxane 
(PDMS) materials are the most widely used ones (H. Khaleel, 2015). 
The Kapton material, a polyimide film, is one the most commonly used substrates for 
wearable antenna applications. This material can withstand extreme temperatures while 
maintaining its physical properties (H. R. Khaleel et al., 2013). In (H. R. Khaleel et al., 
2012), authors presented a compact elliptical UWB monopole wearable/flexible antenna 
(Figure 10a). The antenna is printed on a 50.8- m Kapton polyimide substrate. It has 
been shown that the impedance matching and the radiation pattern characteristics of 
the antenna has a very small change when the antenna is subjected to deformation.  In a 
more recent study, an UWB antenna, where the Kapton material is used for the substrate 
and a conductive nanocomposite material based on a polymer (polyaniline: PANI) and 
charged by multiwalled carbon nanotubes (MWCNTs) are used for the ground plane and 
the radiating patch respectively, is developed (Hamouda et al., 2018). Flexible polymer 
antennas intended to be used in IoT applications and based on Polyethylene Terephthalate 
(PET), Polytetrafluoroethylene (PTFE) Teflon, and Polyvinylchloride (PVC) substrates 
operating at 2.45, 4.45, and 7.25 GHz frequencies were fabricated and their bending 
capabilities are evaluated in (Khan et al., 2021). Next, a highly flexible antenna based 
on the use of PDMS material was proposed in (Simorangkir et al., 2016; Simorangkir et 
al., 2018). A conductive silver fabric was embedded into the PDMS substrate which has 
the advantage of having flexibility as well as water and thermal resistance (Figure 10b).   
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Figure 10. a) Elliptical UWB antenna based on Kapton polyimide material (H. R. Khaleel et al., 2012), 

b)  PDMS-embedded conductive fabric antenna (Simorangkir et al., 2018)     

Conclusion
In this chapter, some of the most recent works on wearable antenna technologies have 
been reviewed. After a brief history and their evolution timeline, commonly used 
fabrication techniques and materials have been presented. Due to their wide use, textile 
and polymer-based antennas are considered in this work. Among textile materials, 
embroidered patches on fabrics have shown to provide much more strength and 
flexibility compared to patches made of copper foils.  High flexibility, resistance to 
high temperatures and water make polymer-based antennas the preferred solution for 
applications where extreme conditions prevail. Regarding the fabrication process, the 
embroidering technique has become popular for integrating textile antennas directly on 
the clothes. Depending on the electrical and mechanical properties of the thread used for 
embroidering the metallic patch and the density of the stitches, high performances can 
be reached. A more recent approach based on laser direct structuring was also presented 
for manufacturing wearable antennas. Although this technique is promising for the 
development of more complex design, only few works exist. This technique should be 
proven on substrates such as textile and flexible polymers.                 
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Introduction
In the history of humanity from the earliest times to the recent past, the source of power; 
physical strength was evaluated on the basis of land size or numerical value. In today’s 
conditions, power has become equivalent to knowledge. When we look at the world 
states which are called “superpowers” it is seen that one of the reasons why they are 
called by this name is that they have advanced technologies based on information. The 
concept of data is the general name given to any unprocessed raw data. Institutions, 
organizations, and individuals prefer digital media (HDD - SSD - flash memory, etc.) as 
a data storage medium, for reasons such as not occupying physical space, providing ease 
of access, and fast processing. Even today, it is observed that cloud storage methods 
are used more and more widely. As the amount of data created in daily life increases, 
the areas where this data will be stored will increase in direct proportion. The increase 
in data storage units and their widespread use will indirectly increase the possibility of 
digital data loss in different places, people, and time zones. The bit is the smallest unit 
used to store data in information systems. Bit expression also comes from the Binary 
digit. Data loss is mentioned when some or all of the data expected to be interpreted by 
the information system cannot be processed/understood. If the scaling of the bad effects 
of individual or corporate digital data loss is to be made; the losses of individuals due 
to digital data loss are generally higher in moral value, while the losses of institutions 
or organizations due to digital data loss are higher in monetary value. According to the 
IBM Security and Ponemon Institute, they have determined the costs incurred by data 
loss due to data breaches in the last 5 years as follows (IBM Security and Ponemon 
Institute, 2021):

 • Average of 3.62 million USD for 419 companies in 13 countries in 2017,

 • Average of 3.86 million USD for 447 companies in 15 countries in 2018,

 • Average of 3.92 million USD for 507 companies in 16 countries in 2019,

 • Average of 3.86 million USD for 524 companies in 17 countries in 2020,

 • Average of 4.24 million USD for 537 companies in 17 countries in 2021.

When digital data loss events are examined, it is seen that data loss occurs mainly 
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due to exposure to various effects. These various effects are divided into software, 
hardware, and semi-hardware problems. Software malfunctions are cases where the 
required information cannot be accessed even though the digital recording medium is 
intact and the device containing the recording medium is also in working condition. 
Hardware failures, on the other hand, are the types of failures that differ according to 
the environment in which the data is recorded, but basically, it is used to express the 
situations where the data recording environment does not work (Özdemir and Gülcü, 
2021). Semi-hardware failures are failures caused by software (firmware) embedded in 
the hardware in data recording units. In this study, software and hardware-based failures 
will be examined.

Data Storage Units
Data is a general name given to unprocessed pieces of raw information stored in the 
form of signals or bit strings carried in digital media (Durak, 2011). Data are stored in 
information systems in two ways: permanent (non-volatile) and temporary (volatile). 
Volatile memories hold data when electrical current (power) is present, they cannot 
hold data if power is lost. Data storage units by access options it is divided into two 
according to the options to offer local and remote connections. What is meant by 
the storage media accessed by local connection, is the access of a user to devices 
containing optical devices, magnetic and flash memory that can be directly connected 
to the motherboard of the information system. By means of a storage medium accessed 
by remote connection, it is possible to connect to the storage unit in an information 
system, either wired or wirelessly, from the local network or over the internet. The 
information system, which is connected via a remote connection, offers a local storage 
environment, considering the storage environment it offers to the user. Meanwhile, as a 
result of the widespread use of the internet with portable devices such as mobile phones 
and tablets, it has increased the use of cloud storage very quickly, as it allows it to 
be accessed regardless of location and time (Keskin et al., 2020). Data storage units 
have different features from each other in terms of connection interface, packaging/
production format, and data recording technique. Digital data in storage units; magnetic, 
optical, and semiconductor (electronic) media are stored. Storage media containing data 
are classified according to certain criteria. This classification is presented in Figure 1 as 
an infographic. Detailed information about these storage units will be given under the 
relevant headings (Özdemir, 2022).
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Figure  1. Data storage units and their classification
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Data to Your Loss Causes of Causation and Data Recovery Methods
Data loss occurs when digital data cannot be accessed/used in normal ways for various 
reasons. It is also called data recovery when the reasons that cause data loss are determined 
and the necessary interventions are eliminated by using special hardware and software. 
These various reasons are generally; data hiding, deletion, corruption, encryption; 
breaking, burning, mechanical or electronic failure of data-hosting equipment; hardware 
(firmware) corruption, inability to be used by the device, etc. can be exemplified. These 
reasons can be natural, accidental, or sabotage. In Figure 2, the results of the research 
conducted by “Ontract Data” company in 2003 and “DeepSpar Data Recovery Systems” 
company obtained from 50 data recovery companies in 14 countries in 2007 regarding 
the causes of data loss are presented. 

Figure 2. Causes of data loss (David, 2000; DeepSpar Data Recovery Systems, 2007))

Cloud storage or other structures (Das, Nas, San) or the problems caused by these are 
systemic failures, if these are ignored, data loss situations usually occur in data recording 
units. For example, the corruption of a disk in the device using Raid levels affects the 
entire structure. If the problem on this disk is resolved, the entire structure will be ready 
for use again. However, devices such as Das, Nas, and San offer the end user a logical 
space (volume) by using various parameters on the disks. If the device itself is corrupted, 
the data will not be accessible (except for Raid 1), since the logically presented structure 
will not be available. If the parameters used while creating this structure are created 
(simulated) software, only the data will be accessed.
Data recovery operations are subject to various classifications according to the method 
used or the type of digital material tampered with. The classification of data recovery 
methods in the literature is made according to the “cause of the failure” and “data 
recording technology” (Güllüce and Benzer, 2015). The main purpose during the data 
recovery process is to eliminate the reason why the user cannot access the data. The 
problems encountered in data recovery and how their solutions are carried out will be 
tried to be explained by using visual examples as much as possible. If the term in the 
solution methods is to be explained;
Raw Recovery: It is also called recovery or File carving. When the hexadecimal structure 
of the files in the data recording medium is examined, it is seen in Table 1 different types 
of files have different headers and some files have a footer in addition to the header.
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Table 1. Headers and Footers of Files (Exterro Inc., 2021; Kessler, 2022)
File  

Extension File Description Signature ( Header ) footer

($MFT) Windows MFT Records 46 49 4c 45 30 00

(FAT1) FAT32 File Allocation table F8 FF FF 0F FF FF 
FF 0F

apk Android Archive File 50 4B 03 04

doc MS Office Word document EC A5 C1 00

docx MS Office 2007 documents 50 4B 03 04 14 00 06

jpg/jpeg JFIF/JPEG Image file FF D8 FF E0 00 10 
4A 46 49 46 FF D9

mp3 MPEG-1 Audio Layer 3 audio 
file 49 44 33

mp4 MPEG-4 Video Files 00 00 00 18 66 74 79 
70 33 67 70 35

mov Apple Quicktime movie file 00 00 00 20 66 74 79 
70 4D 34 41 20

pdf Adobe Portable Document 
Format 25 50 44  46 0D 25 25 45 4F 

46 0D

psd Adobe Photoshop Image File 38 42 50 53 81 FF 81 FF 91 
FF 81 FF F9 FF

rar WinRAR v3 Compressed Ar-
chive File

52 61 72 21 1A 07 
00 CF

WinRAR v5 Compressed Ar-
chive File

52 61 72 21 1A 07 
01 00

xls MS Office Excel Spreadsheet FD FF FF FF

45 78 63 65 6C 
2E 53 68 65 65 
74 2E 38 00 F4 

39 B2 71

xlsx MS Office 2007 documents 50 4B 03 04 14 00 06

zip WinZIP compressed archive 57 69 6E 5A 69 70

This header and footer information, which enables files to be distinguished from each 
other, is called file signature. Data recovery and forensic software read/scan the data 
recording medium from beginning to end. During this scan, the process of recovering 
files or file system structures based on the signatures (header-footer) of the files and 
the clustering information (cluster) they use in the data recording medium is called raw 
recovery. If data recovery software can’t access the clustering information and they 
didn’t use sequential clustering from the files (in the fragment), the files will not be 
fully recovered. Therefore, the priority of the data recovery software used should be to 
recover the file system structures (MFT, FAT1, VBR, etc.) (     Özdemir, 2022).
File-based recovery: Raw recovery is performed for one or a few files, not all files.
File repair: It is the process of removing the corruption or damage with software if the 
“recovered” files are corrupted or damaged as a result of raw recovery or file-based 
recovery.
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In general, although it is tried to collect the malfunctions under certain headings, it 
should be known that the cause of each malfunction is different and the solutions will 
be different depending on this.

Software Data Loss and Solutions
Software data loss is defined as the situation where the requested files cannot be opened/
viewed/used while accessing the normally working digital storage unit, where there is 
no physical failure.
Many users believe that their files are permanently deleted by simply moving their files 
to the recycle bin and then emptying the recycle bin. But there are two types of deletion.
Figure 3 and we have two buttons named “button1” and “button2” on our form, after 
changing the text of “button1” to “Delete button2” Click Add event “button2.Visible= 
false;” Let’s write.

 
Figure 3. For the deletion example, form design, button typing is done with code and button

“Delete button2” in Figure 3 clicked, it will be seen that the button labeled “button2” has 
disappeared. The action done here is only to prevent “button2” from being displayed on 
the form. This is how the files are deleted from the computer. When a “Delete” command 
is given to the file system by the user, the file system provides the user with the illusion 
that the file has been deleted by simply making the file invisible (inaccessible) as shown 
above. As it can be understood, the button is not really deleted here, it is only hidden 
from the user, the first type of deletion is the case that it is not shown to the user while 
the data is still on the disk.
A question may come to mind: when files are deleted, the amount of free space on the 
disk increases, how would this amount of free space appear if there was no real deletion? 
Before answering this question, the concepts of allocated and unallocated space should 
be explained. In file systems, the disk areas where the user’s files are stored are called 
reserved space, and the areas marked as empty in the file system that the user can use to 
save new files are called unallocated space.
The second type of deletion is permanent deletion (wipe-data erasure) In addition to 
the deletion process described above, it is the process of writing FF or 00 or different 
hexadecimal values on the sectors where the data is located. In such cases, data recovery 
is not possible even if data recovery procedures are applied. Some of the software data 
recovery software are CDRoller, Disk Doctors, Easeus Data Recovery Wizard, File 
Scavenger, Flash Extractor, PC-3000, R- Studio, Recover MyFiles, Rusolut, Softcenter 
Image Explorer. This software can recover files that are consciously or unconsciously 
deleted by viruses, information system attacks or users, disk partitions damaged or 
deleted for any reason, file-based corruption, and data loss as a result of hardware or 



230

Current Studies in Basic Sciences, Engineering and Technology

system crashes. It can also retrieve deleted data and configuration information from 
RAID disks.

Figure 4. Classification of data according to inaccessibility (Guo and Slay, 2010)

If the software problems and their solutions are exemplified, the following examples 
can be given;

* Corruption of the file system, the deletion or corruption of the files of the filing system, 
and the inaccessibility of data and files as a result of the disk becoming Figure 5).

 
Figure 5. Device instances with a RAW file system

 • Raw with data recovery software to access data on drives in this state Recovery 
or file type-based scanning is required. As an alternative method, try again to 
access the drive with a Unix-based operating system. The chkdsk commands 
should not be used without a forensic copy/image of the device.

 • This problem is usually caused by static electricity, care should be taken when 
connecting data loggers to the computer system.

* If the drive letter cannot be assigned to the drive by the operating system, the 
operating system cannot logically show the drive to the user:
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Figure 6. Examples of devices that cannot be assigned a drive letter

 • The solution is provided by assigning drive letters to the drives in this situation 
from the disk management.

* Encryption of the data recording medium: It can be done deliberately by the user 
(BitLocker, FileVault, TrueCrypt, etc.) as well as the measures taken to protect the 
devices themselves from unauthorized access.

  

  
Figure 7. Encrypted device examples

* The surest way to recover data from devices in this situation is to learn the 
password. If it is not possible to learn the password;

 • Manual password attempt
• Special software used (Passware Kit Mobile, PC-3000 Mobile, 

Cellebrite Ufed 4PC, Oxygen Forensics, Magnets By means of 
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Axiom, etc.) the pattern should be skipped/deactivated or closed 
physical forensic copy should be taken,

• Again, with such software, a brute force (brute-force) attack should 
be done.

* Crashing during updating of operating systems or for any other reason:

Figure 8. Examples of devices crashing during OS update

* If the device used by the hardware in this situation is a computer, the data can 
be safely recovered by inserting the disk in the device into a different computer 
system. There are passwords set in Windows user accounts that do not prevent 
data recovery or access, data can be accessed by connecting a storage unit to a 
different computer.

If the device is a mobile device;
 • Stock rom loading,
 • Taking a physical copy of the device with forensic software,
 • Recovery options offered by forensic software can be used.

* Partition table corruption: These tables are corrupted due to sudden voltage 
changes, power cuts, etc.

Figure 9. Partition table corrupted disk

 • Raw with data recovery software to access data on drives in this state the file 
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system structures should be found by recovering. Or file-based recovery should 
be done.

* During data recovery, the files do not come completely or not at all due to the 
scattered (fragment) records on the disk: As can be seen in Figure 10, it is seen 
that the first of the “recovered” files consists of 4 parts, and the other photo can be 
recovered in half.

   
Figure 10. Fragmented files not coming in full

 • That the software in which this process is performed recovers the file system 
structures and recovers the files on the disk hierarchically (tree structure) over it, 
or it is necessary to try alternative software.

* File corruptions: deliberate or accidental power cuts during file operations (move, 
copy, delete), not using the remove hardware option.

Figure 11. Examples of corrupt files

 • If the methods described in Figure 10 cannot be obtained, a positive result can 
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be obtained as a result of searching the temporary (.tmp) files created according 
to the file type (such as automatic save for office files) if an automatic backup is 
made while working with the relevant file on the computer. If the positive result 
is still not achieved, file repair (corrupt file repair) software (eg S2 Recovery 
Tools) should be tried on the recovered file. In Figure 12, pre- and post-repair 
images of a broken video part are presented.

Figure 12. Repaired video example

* Intentional encryption of files or encryption by viruses (ransomware):

    
Figure 13. Encryption on files

 • The surest way to recover data from files in this situation is to learn the password 
of the file. If it is not possible to learn the password, a brute force attack should 
be made by means of special software (Passware Kit Forensic, Hashcat, John the 
Ripper, etc.) If it is a Ransomware attack, developed software should be used 
to decrypt this Ransomware (MalwareHunterTeam, 2022; No More Ransom, 
2022) or shadow copies (Shadow Copy - ShadowExplorer) should be used.

* To access data as a result of burning the motherboard of the Nas device:
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Figure 14. Inability to access data due to corruption of Nas device

 • After detecting the Raid level on the Nas device (Raid0), software that can create 
software Raid in the computer environment (PC-3000 Express RAID System, 
UFS Explorer, Raid Reconstructor, R - Studio, Softcenter the build must be 
rebuilt with Raid Explorer, etc.).

* Permanent wiping of data by users or viruses:

* In such a case, data recovery is not possible.

Hardware Data Loss
In the previous titles, the software and hardware structures of data storage units were 
mentioned in detail. The mentioned components ensure the healthy operation of the data 
storage unit. If one or more of these components fail, the device will not work and data 
will be lost. 
Hardware data losses; These refer to the situations in which the data recording unit 
does not work in any way as a result of exposure to natural disasters (earthquake, 
flood, landslide, fire), environmental factors (electrical fluctuation, static electricity, 
electromagnetic effect) or sabotage (throwing into acid, crushing, breaking, throwing 
into water). In short, it refers to all kinds of internal or external factors that will prevent 
the operation of the data recording medium. The aforementioned factors that the data 
logger is exposed to may have developed in accordance with the natural flow of life or 
may have been consciously carried out by a user or a cybercriminal. According to Figure 
2, hardware data loss is seen as a 40% and 38% problem.

Data Loss in Optical Discs (Media) and Solutions
Since recording discs using optical write-reading technology do not have any casing or 
frame to protect them from external factors, they can be easily damaged.
Before moving on to the solutions, let’s explain the terms to be used in the solutions:
Intervention With Electron Microscopy: It is to obtain a data stream from the images 
obtained from the scanned parts of an optical disc using an electron microscope, and 
then to interpret the data obtained with software specially developed for this work 
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(Jarolím, 2016).
Tagging Intervention: It is the fixation of the cracked part of an optical disc with a crack 
with a paper tape or label. The point to be considered here is that the adhesive property 
of the tape or label to be used should not be too strong. Otherwise, the coating of the 
pasted surface may be removed.
Filling Process: It is the use of specially developed optical disc cleaning and filling 
devices (Disc Body) to fill the scratches on the surface if it is deeply scratched on the 
optical disc.
Sanding Process: If there are not very deep scratches on the optical disc, these parts can 
be moistened and the data can be accessed by gently rubbing with very fine sandpaper 
(2000+) without causing new scratches.
Intervention With a Laser: The damaged part of the broken optic disc is cut with a laser 
from the broken places. Subsequently, a piece of a solid blank optical disc of the same 
size is laser cut and replaced with the slice removed from the previous optical disc. It 
should be adhered to the reflective face to reflect the light. It should be noted that there 
is no residue and level difference (Kara, 2013).
Heat Treatment Application: If the optic disc has taken a concave shape, a device (LCD 
Screen) capable of applying heat treatment and vacuuming an optical disc is placed 
on the separator. It is to wait for the optical disc to take its original shape by placing a 
suitable weight on the optical disc.
Cleaning Process: If the reading side of the optical disc is dirty, it is the process of first 
cleaning the solid dirt on it by holding it under water and then cleaning the sticky or 
water-removable dirt on it with isopropyl alcohol or cologne with the help of a cotton 
ball.

If the hardware problems specific to optical discs are to be exemplified;

* If the surface of the optical disc is dirty:

 
Figure 15. Dirty and cleaned optical disc surface

 • The disc surface should be cleaned.

* Cracked optic disc:
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Figure 16. A crack in the optic disc

 • Cleaning and labeling processes should be applied to the disc surface.

* Fracture of the optic disc:

Figure 17. Fracture of the optic disc

 • Disk surface cleaning and laser intervention should be done.

* Light scratches on the optical disc:

Figure 18. There are light scratches on the optical media

 • The disc surface should be sanded and then cleaned.

* Having deep scratches on the optical disc

Figure 19. Having deep scratches on the optical disc

 • The disc surface should be filled and cleaned afterward.

* Error during data recording to optical disc

Figure 20. Error during data recording to optical disc
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 • Data recovery should be attempted by trying alternative brands of optical disc 
readers.

* Wear of the reflective surface of the optical disc

Figure 21. Wear of the reflective surface of the optical disc

 • The worn dimple should be covered with a material that will reflect light.

* Optical laser burning of the optical disc

Figure 22. Optical laser burning of the optical disc

 • Data recovery should be attempted by trying alternative brands of optical disc 
readers.

* Distortion of the physical shape of the optical disc

Figure 23. Example of a physically deformed optical disc

 • Heat treatment should be applied.

In cases of overwriting or deleting the unlogged optical media, software data recovery 
operations should be performed by making a logical copy of the optical media. In 
addition, in case the optical disc is not recognized by the optical disc reader, alternative 
brand optical disc readers should be tried and data recovery should be tried.

Data Loss and Solutions on Hard Drives
Data loss for hard drives; Printed circuit board failures, electronic components on the 
printed circuit board, motor malfunctions as a result of the disc being kept unused/
forgotten for a long time, deformation in the flex cable that provides the motor power 
connection, the pad available for the read/write heads on the printed circuit board to 
perform their necessary functions. Dirt/abrasion of the ‘s, scratches/scrapes on the 
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surface (platter), not being able to read the modules as a result of firmware (firmware) 
failure, inability to function as a result of contamination of the read/write heads, sticking 
of the read/write heads to the disk plate (platter), breakage of the read/write heads, etc. 
occurs in such cases (Schroeder and Gibson, 2007).
Before moving on to the solutions, let’s explain the terms to be used in the solutions:
Repairing The Device: It refers to the normal operation of the device by eliminating the 
software or physical malfunctions that prevent the data recording medium from working 
normally.
Donors: The basic components (printed circuit board, hard disk assembly) that make up 
a data recording environment and one or more of the parts that make up the subunits of 
these components (electronic components on the printed circuit board, read/write head, 
engine) are compatible and healthy working data. It is the process of taking the defective 
data from the recording unit to the recording unit. Data logger manufacturers (except 
Seagate) do not perform data recovery operations other than production. Therefore, 
there is no valid method/recipe to find a 100% compatible donor for the data registers. 
There is no publication or documentation of the manufacturers on this subject. Instead, 
documentation or blog posts published by data recovery companies and companies 
selling data recovery tools are used, but the criteria shown are not met. It is also stated 
that there is no 100% guarantee of finding a donor. The best donor device is exactly the 
same except for the serial number.
Donor Search for The Printed Circuit Board (PCB): If the power connection of the 
disc is made and no sound or movement is felt from the disc, it is considered as the 
source of the fault. Donor search should be done by finding the relevant number on the 
card and searching for the donor card according to that number (Donor Drives LLC, 
2012). Example card numbers according to brands are presented in (HDDZone, 2010). 
As can be seen from the examples, PCB numbers are in different standards and locations 
according to brands. An alternative method is to search for donors by identifying the 
manufacturing family of the hard disk (Figure 25). In addition, when the donor of the 
defective printed circuit board is found, it is often not sufficient to replace the cards 
directly. The chip on the card must also be carried in the rom, which contains the hardware 
software (firmware) that ensures the healthy operation of the hard disk. If there is no 
physical defect on the PCB, no sound is heard from the disc and no movement is felt, 
the source of the fault is the PCB.
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Figure 24. Criteria to be searched according to PCB brands

Figure 25. Compatibility criteria for PCBs (Güllüce and Benzer, 2015)

Donor Search for Read/Write Heads and Motor: Although it is the easiest type of 
malfunction to detect, it is the most difficult compared to other types of malfunctions 
due to the highest level of operation sensitivity. This is because the read/write heads 
work very close to the platter. The main symptom is unusual noise from the disc. If there 
is such a malfunction in the disc, it is the sound of “squeaking”, “click- knock”, and 
“pop-pop” when the power is supplied to the disc. These sounds vary according to the 
brand and model of the disc and the type of malfunction (head sticking, head breaking, 
etc.). These sounds created by the discs are cataloged according to their brands and 
types, from the website of the Hdd Guru community (files.hddguru.com/download/Hard 
Disk Clicking Noise/) can be listened to. In cases where there is no sound but no data 
can be received, to test whether the heads are sound or not, they should be connected 
to advanced hardware that can send disc manufacturer-level signals regardless of 
the operating system, and through the software of these hardware (Atola, Deeppsar, 
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Dolphin Data, MRT Lab, PC 3000, Salvation Data, etc.) should be tested with head test 
commands. Sometimes it may not come at all. In addition, sometimes these sounds can 
occur when an incompatible PCB is attached to the disc.
Donor for printed circuit board Similar to the criteria, a donor compatible with the 
defective disc is sought. It is shown by coloring on the photographs of the discs that the 
criteria are higher than on the printed circuit board. Donor Example discs with marked 
criteria are presented in Figure 26.

RED – Strictly required.
ORANGE – High priority.
YELLOW - Medium priority.
GREEN - Low priority.

  

 
Figure 26. Donor sample discs with marked (Donor Drives LLC, 2012)

Also, one of the best ways to find a good donor is to look at the preamp for Seagate and 
the microjog for WD. However, this is very difficult to do because it does not have the 
software and hardware to enable end users to see these values.
Preamp/microjog values match, there’s a good chance the heads are compatible. When 
you give the command “ctrl + l” (L) from the terminal for Seagate or “View Rom Info” 
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for WD disks, many values on the ROM will be displayed about the disk. One of them 
is the Preamtype value. For Seagate, for example, these values are “CC 16” or “B2 03” 
or “CA 05”. To be a donor, at least the first two characters must match.
Head changes are in a dust-free clean room (clean room) cleaned with HEPA filters. It 
is performed by moving the head from the healthy disk to the defective disk in special 
areas called room). Special equipment is used for these changes.

Figure 27. Outer parking head replacement

To SATA Convert:
In hard disks with USB interface;

 • The disc cannot be recognized by computers when power is on,
 • Failure to fix the faults in the data paths with socket replacement,
 • More commands can be run through the Sata interface,
 • Since data recovery software (PC-3000, MRT, etc.) used with advanced data 

recovery hardware needs a Sata connection interface to send basic level 
commands such as ATA and PIO, disks must be converted to a Sata interface.

There are two ways to access USB disks with the Sata interface:
By looking at the production diagram (datasheet) of the controller, after determining 
which of the paths to the controller are Sata buses, the first method is to solder those 
paths to the SATA socket. Soldering operations should be done from the back of the 
capacitors at the input of the USB - SATA bridge circuit, according to the bus outputs, 
as shown in Figure 28 for the electrical connection, after the USB cable is attached to 
the PCB, the multimeter is brought to the diode mode (buzzer). After one end of the 
probe is touched from the USB cable end to the 5V pin, it is determined which point it 
corresponds to on the PCB. When the same process is done in the ground connection, 
the electrical pins on the PCB are also detected.

Figure 28. Soldering points when converting USB disk to Sata
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To move the rom or replace it with a compatible PCB by writing the rom data. The list 
of compatible PCBs that can be used for Toshiba, Samsung, and WD brand USB disks 
is presented in Table 2.

Table 2. USB and SATA PCB Compatibility List (ACELab Europe s.r.o., 2014; Jared, 2016a; 2016b)

USB PCB No Sata PCB No. USB PCB 
No Sata PCB No.

SAM-
SUNG

100725482 100720903

WESTERN 
DIGITAL

701605 701499

100760718 100720903 701615 701499

100740633 100739392 701635 701572

100765396 100767980 701650 701499

BF41-00300A BF41-00306A 701675 701672, 701609, 771672

BF41-00365A BF41-00354A 701737 771692, 771692

BF41-00373A BF41-00354A 771754 701692

BF41-00325A BF41-00315A 771754 701692, 771692

BF41-00357A BF41-00315A 771761 771692

BF41-00282A BF41-00249B 771801 771823

BF41-00311A BF41-00315A 771814 771820

BF41-00231B BF41-00157A 771817 771820

771859 771852

TOSHIBA

G3448A G003235B, 
G003235C 771939 771959

G003309A G003235B, 
G003235C 771949 771959, 771939

G003296A G003138A, 
G003235C 771961 771960, 771933, 

771939, 771959

G003250A G003138A 771962 771931, 771959

G003054A G002825A 771964 771983

G3959A G3918A 800038 800025

G003189A G003138A 800041 800022

G4330A G4311A 800067 800065

G0034A G4311A 800069 800066

G0039A G4311A 810003 800065

G003296A G003138A 810012-
000 800022-002

G003309A G003235B

G3711A G3235C

SSDs with M.2 or other interfaces to convert to Sata, special converter cards must be 
used as presented in Figure 29.
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Figure 29. SSD conversion cards with (Acelab Europe s.r.o., 2022)

The following examples of hardware problems for the hard disk can be given;

* Contamination of pads to motor or read/write heads:

Figure 30. Contamination of pads going to a motor or read/write heads

 • Related pads fiberglass should be cleaned with a pencil or eraser.

* Breaking the hard disk bus:

Figure 31. Breaking the data path

 • The PCB can be changed (with the rom) as well as only the temporary connections 
to the buses can be soldered.

* Breaking of circuit elements from PCB:

  
Figure 32. Breaking of circuit elements from PCB

 • If the part can fulfill its function, it should be soldered, if it cannot fulfill its 
function, the donor should be provided.
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* Loss of function of parts on the PCB:

  
Figure 33. PCB with broken fuse resistor

 • It is necessary to eliminate the malfunctions of the electronic parts on the PCB. 
Figure 33 how to bypass the fuse resistor using a jumper to repair it.

* Path break in PCB:

 
Figure 34. Example of path break in PCB

 • If the PCB can be repaired, it should be performed using jumpers, if it is beyond 
repair, the PCB should be replaced by obtaining a donor.

* Crushing PCB or HDD metal case:

Figure 35. Crushing PCB or HDD metal case

 • The donor should be obtained, the ROM should be moved and the PCB should 
be replaced.

* Combustion of parts on the PCB:
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Figure 36. Part burn-in on PCB

 • The burnt part(s) should be replaced by obtaining a donor. TVS diodes often 
burn out due to sudden voltage changes.

* Pin to the motor not touching the pad:

 
Figure 37. Pin to motor pad contact

 • The pins pad should be touched.

* Failure of read/write heads:

 
Figure 38. Failure of read/write heads

 • A donor read/write head should be used.

* Formation of internal path break in PCB as a result of crushing:
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Figure 39. Internal path break in PCB as a result of bending

 • The donor should be obtained, the ROM should be moved and the PCB should 
be replaced.

* Loss of read/write head:

Figure 40. Break of read/write head to the platter

 • A donor read/write head should be used.

* Hard disk USB socket clogged:

Figure 41. The hard disk USB socket clogged

 • The socket must be cleaned.

* Sticking of read/write heads:
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Figure 42. Adhesion of read/write heads and head spacer

 • Head snapping/sticking is usually caused by the absence of airflow, or the motor 
not turning Head sticking also occurs when a circuit element on the PCB is 
electrically burned. Sticking heads should be transported to the park using the 
head spacer presented in Figure 42. An alternative and risky method is to pull the 
read/write heads to the park by turning the read/write head clockwise while the 
platter is turned counterclockwise.

* Breaking of the power cables to the motor:

 
Figure 43. Breaking the power cable to the motor

 • The power cable must be soldered or soldered with a jumper.
* HDD with scratched plate and broken read/write head

 
Figure 44. HDD with scratched plate and broken head

 • Heads should be replaced by obtaining a donor, and data from the lower surface 
of the scratched plate and other plates should be tried.

* Contamination of read/write heads
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Figure 45. Contamination of read/write heads (Tri-State Data Recovery & Forensics LLC, 2020; 

ACELab Europe s.r.o., 2021)

 • A donor read/write head should be used. As an alternative and risky procedure, 
it can be cleaned with isopropyl alcohol under a microscope.

* The disc is exposed to a natural disaster or sabotaged:

Figure 46. Hdd inside burnt DVR device

 • If the heat did not affect the plates of the disc, the plates and rum should be 
transported by obtaining a donor.

* Unable to access the disk from the USB interface:

Figure 47. Example of SATA bus made to disk with bad USB socket

 • Compatible Sata PCB must be used or converted to Sata.

* PCB that will block/redirect the electric current:
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Figure 48. Presence of materials that will block the electric current in the PCB

 • Relevant material needs to be removed from the PCB.

* Local scratches on disc platters:

Figure 49. Presence of materials to prevent electric current in (Acelab Europe s.r.o., 2018)

 • In the parts where there is regional scratching (red line), a forward reading should 
be started from the first sector of the disk via the data recovery software, and a 
backward reading should be made from the last sector of the disk when the parts 
with regional scratching come. In this way, the scratched region will be skipped 
and the heads will not be damaged during reading.

* Intervention by non-specialists:

 
Figure 50. Intervention by non-experts

 • If the intervened parts are still intact, the operation of the device is done correctly, 
if the parts do not work, a donor should be obtained.

 • Intentional breakage of the printed circuit board:
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Figure 51. Intentional breakage of the printed circuit board

 • Donor printed circuit board must be provided, and the rom on the original board 
should be moved to the donor board. 

* Physical damage to the disk

Figure 52. Physical damage to the disk (Recovery HDD, 2018)

 • If the platters of the disc are not damaged, the platters should be moved to the 
donor disk.

• Failure of the motor to rotate the plates:

 • PCB of the disc and there is no audible sound, if the disc does not rotate despite 
the power supply, it is necessary to talk about a motor failure. It occurs when the 
engine oil in old-generation hard drives that have not been used for a long time 
loses its function. If the engine is heated with a hot air gun, the engine oil will 
regain its former functionality. Alternatively, the platters should be moved to a 
donor hard disk.

After the data recovery processes from 190 optical devices, which we performed on 
optical media and whose detailed information is given in Table 3, it was observed that 
data was recovered from 146 of them and data could not be recovered from 44 of them.

 
Table 3. Optical Disk Data Recovery Research Results

Problem Type Number of Optical 
Discs Action Taken Is data recov-

ered?

Unable to copy 
files

CD 6 File-based 
forensic copy-

ing
Yes

DVD 18
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Crack CD 1 Labeling Yes

Lightly scratched 
and stained

CD 22
Cleaning Yes

DVD 12

Moderate scratch-
es and stains

CD 29 Filling and 
Cleaning Yes

DVD 24

Deep scratch
CD 5 Sanding and 

Cleaning Yes
DVD 8

Deformity
CD 1

Heat treated Yes
DVD 2

Unable to Read 
Data DVD 18

Reading with 
a different 

reader
Yes

Broken

CD 5

Cleaning, 
Sanding, Fill-

ing No

DVD 2

Blu-
ray 4

Reflective part 
removed

CD 6

DVD 4

Very deep scratch
CD 1

DVD 6

Coated with glue
CD 11

DVD 5

The detailed information of 338 data recovery processes that we performed on hard 
disks and solid state disks is given in Table 4. 137 of them are hardware problems. 29 of 
them are hardware and semi-hardware problems. 23 of them are hardware and software 
problems. 86 of them are semi-hardware problems. 2 of them are semi-hardware and 
software problems. It has been observed that 61 of them are software. During the 338 
data recovery processes we performed, when the methods described above were applied, 
it was observed that 284 data were recovered.

Table 4. Types Of Failures Encountered In Data Recovery Operations

Fault Type MOQ

Hardware 137

Hardware and semi-hardware 29

Hardware and software 23

Semi-hardware 86

Semi-hardware and software 2

Software 61

Total 338
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Table 5. General Data Recovery Status
Situation MOQ

Data recovery done 284

Data recovery not possible 54

Total 338

Table 6. Data Recovery Only in Hardware Failures 
Situation MOQ

Data recovery done 79

Data recovery not possible 54

Total 133

Table 7. Types of Hardware Failures by Brands

Brand/
Fault Type HGST Hita-

chi
Ki-
oxia

Sam-
sung

Sea-
gate

Sk 
Hy-
nix

Toshi-
ba WD To-

tal

Head failure 2 4 13 29 5 21 71

Head weakening 4 9 3 5 21

engine failure 1 5 4 1 11

PCB failure 1 1 6 9 3 2 5 23

Platter failure 2 1

USB socket 
corruption 1 1

Burnt 1 1

Total 3 4 1 23 52 1 12 33 129

Table 8. Data Recovery Only in Case of PCB Failures

Situation MOQ

Data recovery done 18

Data recovery not possible 7

Total 23

Table 9. Data Recovery in Head Failures

Situation MOQ

Data recovery done 39

Data recovery not possible 37

Total 76

A converter board has been developed to ensure that HDDs or M.2 SSDs with failed 
USB interfaces can be accessed via the Sata interface. The image of this developed card 
is presented in Figure 53.



254

Current Studies in Basic Sciences, Engineering and Technology

Figure 53. The card we developed for access from the Sata interface

Thanks to this card, all of the operations listed below can be performed without the need 
for any other hardware.

 • To enable msata conversion,
 • To enable M.2 – B Key SSD conversion,
 • To ensure the safety of soldered card connection cables,
 • To provide terminal connection to disks when necessary,
 • Apart from these, converting SSDs that can be converted to Sata,
 • To facilitate the soldering process and facilitate the transport of the 

soldered board,
 • A converter board has been developed to provide socket connections for 

1.8”, 2.5”, and 3.5” hard disks with broken power or data sockets.

The root cause of problems with optical discs is problems with the optical disc surface.
If these problems are listed;

* The surface of the optic disc is dirty,
* The optical laser burns the optical disc,
* Fracture or cracking of the optic disc,
* Distortion of the physical shape of the optical disc,
* An error occurred during data recording to the optical disc,
* It can be listed as light or deep scratches on the optical disc.

The main causes of problems in hard disks are the electronic circuit elements on the 
PCB, the motor, and the read/write heads.
The main ones are listed;

* All kinds of reasons that prevent electrical conductivity, such as deterioration or 
fragmentation of circuit elements on the PCB,

* All kinds of motor-related reasons prevent the rotation of the platters and the 
platters,

* It can be summarized as any reason that prevents the read/write heads from 
functioning.
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Process Steps to Follow During Data Recovery

Figure 54. Data Recovery Steps on Hard Drives
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Introduction
Since devices using flash memory are used extensively in daily life, falling, crushing, 
breaking, and static electricity, etc. they can be overexposed and damaged. Due to their 
complex structure, data recovery in case of failure is much more difficult than hard 
disks.
There are two basic data recovery ways:

 • The first way is to access the data by fixing/repairing the problem that prevents 
access to the data.

 • The second way is the methods that will be used to access the data if the first 
method failed or the first method is not applicable. It is to access via Jtag/Isp/
protocols (On- Chip) without removing the data register unit, while the data chip 
is on the device.

If the data could not be reached with “On-Chip”,
 • If the device is encrypted,
 • If the device only has a data logger,
 • The device has an interface different from the standard,
 • The device’s firmware (firmware) is corrupted,
 • The data cannot be accessed (corrupted) via the interface of the device, it is 

accessed from the eMMC or Nand interface by removing the data recording unit 
(Chip-Off ) from the device.

“On-Chip” and “Chip-Off” methods are available in the literature. It is expressed as 
direct access to (Rusolut Sp. z o.o., 2022).
Full Swap: It is believed that the device’s controller and data chip (s) are intact, and if 
the donor is available, data can be accessed by moving the controller and data chip(s) to 
the donor device, this is called full swap.
Jtag/ISP (On-Chip): JTAG, Joint Test Action Group; ISP is short for In-System 
Programming. Industry standards are used to verify and test printed circuit boards after 
manufacture. Although the data recording medium works, if all data cannot be retrieved 
from the standard interface (physical copy) or if the device’s malfunction cannot be 
resolved, it is aimed to retrieve data using Jtag/ISP standards. Special devices and 
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sockets are used to enable this process to take place. During these operations, no part is 
removed from the printed circuit board of the data recording medium. It is performed by 
soldering the pinpoints on the Jtag/ISP device around the data chip and the technological 
test points (pinout) of the data recording medium. The read data of the mobile device is 
transferred to the computer environment via the USB connection (Johnson and Christie, 
2009). Technological test points/pinout to be soldered using Jtag/ISP is provided by the 
device manufacturer or provided from open sources. Pin names to be soldered for Jtag/
ISP are presented in Table 1 and a sample ISP-connected mobile phone printed circuit 
board is presented in Figure 1.

Table 1. Jtag, ISP, UFS Pin Names to Be Soldered

Standard Pin Names

JTAG Gnd, Vcc , Tdi , Tdo , Tclk , Tms , Rtck , Trst

ISP Gnd, Vcc (2.8V), Vccq (1.8), Clk , Cmd , D0

UFS Gnd, Vcc (2.8V), Vccq (1.8), Txon (Dino_C), Txop (Dino_T),
Rxon (Douto_C), Rxop ( Douto_T)

Figure 1. Example of a device with an ISP connection

Rooting, Jailbreak, Download mode for mobile devices, EDL mode or closed physical, 
file system, etc. offered by forensic software. Data can also be recovered using methods 
(Doğanay, 2019).
Chip-Off: The devices specially produced for these processes are called Box devices. 
Memory chips in a device are removed and placed with a special socket developed for 
these chips. After the socket is plugged into the Box device, the data read over the USB 
connection of the Box device is transferred to the computer environment. It is used as 
an alternative method in mobile devices using NAND memory if the data cannot be 
accessed by the previously mentioned methods. However, it should be used as a last 
resort (Özdemir and Gülcü, 2021). It is used on devices using the Android operating 
system and direct access to data can be provided up to the Android v6 version. On most 
devices after Android v6, the data is encrypted. In Figure 2, a chip-off phone (data chip 
is removed) and 3 different chip samples placed on the socket of the Box device, where 
the chips will be read, are presented.
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Figure 2. Three different data chips with a Chip-Off device

Nand Interface: According to whether the memory units are embedded or not, it is 
divided into memory using SMD components and memory with a monolithic structure. 
It is shown in Figure 3 through detailed examples. 
Nand memory in the monolithic devices can be tested during the production phase 
whether it works correctly or not. These points are named pinout, technological pins, or 
technological contact points. Thanks to these points, memory manufacturers can test the 
robustness of the memories, while data recovery companies can perform data recovery 
operations using the same points. To recover data from the monolithic device, the signals 
specified in Table 2 must be soldered to the technological contact points/pinout (TTNs) 
in the data logger shown as an example in Figure 3 (Özdemir, 2022).
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Figure 3. Examples of SMD and Solid type memory using NAND memory

Table 2. Nand Signals and Explanations (ONFI Workgroup, 2021)

Signal Input/Output Signal Description

ALE I Address Latch Enable is one of the signals used by the host to indicate the type of bus loop 
(command, address, data). When active, data can be written to an address.

CE_x I Chip Enable signal activates the device. The activity of the signal is that the square wave is 
in a low position. If the signal is not active, the device is in standby mode.

CLE I
Command Enable signal is one of the signals used by the host to indicate the type of bus 
loop (command, address, data). This signal should be low when writing commands to the 

command register.

I/O 0-7 I/O Inputs/Outputs is an 8-bit wide bidirectional port for receiving addresses, commands, and 
data to and from the device. (Data bus )

I/O 8-15 I/O Nand memory is 16 bits, the first I/O 0-7 is used in addition to I/O8-15.

NC No Connection

NU Not Usable

R Reserved for future use.

R/B_x I/O
Ready/Busy signal shows the status of device operation. When low, it indicates that a 

write, erase, or read (LUN) operation is in progress. It returns to the high state when the 
process is complete.

RE I Read Enable signal controls the serial data output from the device. When active (low) data 
is output from the device.

VCC
I Power

VDD

GND
I Ground

VSS

VSP Vendor Specific, the function of the signal is defined and specified by the NAND manufac-
turer.

WE I Write Enable signal controls the capture of commands, addresses, and input data.

WP I Write Protect signal disables write to memory and erase operations. It is generally recom-
mended to connect to VCC, but the port can also be connected

Figure 4, the connection between the controller, Flash memory, and TTNs, where the 
data reading process passes from the flash memory to the controller and then to the 
computer environment via the USB interface.
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Figure 4. The connection between controller, Flash memory and TTNs, and I/O status (Gin, 2020; 

Rusolut Sp. z o.o., 2022)

In light of this information, it will be concluded that the flash memory of the devices 
can be accessed via the USB interface as well as via TTNs. TTNs must be used for data 
recovery as we cannot access solid devices through their standard interfaces (over the 
controller). The TTNs of monolithic devices are either covered with a protective layer 
or covered with tape. To access TTNs, the protective layer above the TTN needs to be 
scraped with a fiberglass pen or sandpaper first 1000+ then 2000+, or the protective tape 
removed. If sanding is done by moistening, it does not remove dust and scraping takes 
place faster because the sandpaper will not clog. Figure 5 shows a micro SD memory 
card with the adhesive tape removed and a solid USB flash memory (UFD) with an 
etched coating. Also, TTNs of an SD card are presented in Figure 5.

 
Figure 5. Tape - removed microSD and scraped UFD

This recovery process consists of 2 main stages:
First Stage: It is the process of making TTNs visible, soldering the signals on special 
equipment, or plugging them into sockets and reading this equipment as a dump (raw) 
to the computer over the USB connection.
Data writing is through the USB interface to the controller and then to the flash memory. 
Data is recorded using structures (Abrasion compensation, Bad block management, 
Erase before writing restriction, etc.) in the Flash memory conversion layer within the 
controller. In other words, the controller writes data to the (Özdemir and Gülcü, 2021). 
Figure 6 with Nand connections, microSD, and a Tsop48 data chip placed in the socket. 
To understand the sensitivity of the jumpers (blue arrowhead) used in the soldering 
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processes, their photos were taken with 1TL.

  

Figure 6. Examples of devices with Nand connections

All detachable circuit elements (including the controller) on the device must be removed 
since the USB flash drives whose packaging type is Cob/Blob shown in Figure 7 are not 
memory units that can be removed or scraped to reveal TTNs. After disassembly, the 
controller’s manual (datasheet) should be found. After learning the output signals of the 
pads where the controller’s legs sit from this manual, the actions described above as the 
first operation should be performed.

               
Figure 7. With COB-type flash memory and its soldered Nand connections

Nand Manufacturer brands according to their 3. According to the brands in this chart, 
Retry, power special reading settings such as mode must be performed. Power mod just 
Tsop is an enhanced option for reading chips (Özdemir, 2022).

Table 3. Nand Owned By Their Manufacturers ID

ID Brand ID Brand

2C Micron 98 Toshiba

45 Sandisk AD Hynix

89 Intel EC Samsung

Second Stage: The first step is to make sense of the raw data read through software 
(Flash Extractor, PC-3000 Flash, Rusolut) capable of data recovery from Nand devices. 
As an example, the first stage has been carried out and the imitation of the controller of 
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a CF card with 4 Tsop48 data chips in Figure 8 with Flash Extractor software and the 
tree structure created after the imitation is presented. 

          
Figure 8. Imitation of the controller with Flash Extractor software and the tree structure formed as a 

result of this imitation

If hardware problems are to be exemplified;

 • The legs of the data chip:

Figure 9. Example of tsop48 data chip legs breaking

 • It must be repaired using the jumper.

* Loss of USB busses:

 
Figure 10. USB bus break

* It must be repaired using the jumper.

* Breaking the USB PCB:

 
Figure 11. Breaking the USB PCB

 • Soldered to a solid USB socket.
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* Breakdown of electronic circuit element:

  
Figure 12. Fragmentation/loss of circuit element 

 • Donor or it should be completed by finding the diagram and determining the 
circuit element.

* USB socket was broken:

 
Figure 13. USB socket broken

 • Soldered to a solid USB socket.

* USB socket pins not touching:

 
Figure 14. USB socket pins not touching

 • Pins must be soldered.

* Deterioration of fuse resistor or capacitors:

  

Figure 15. Bad fuse resistor

 • The resistor must be changed or a jumper must be used. Capacitors must be 
replaced. Chip On or Chip If Repair Failed Off should be applied.

* Power (5V) not reaching memory or internal or surface bus being broken path:
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Figure 16. Internal and surface path break in USB flash memory 

 • Provided with the jumper or the broken path should be repaired.

 • If the surface paths of the memory card are broken:

  
Figure 17. The paths of the memory card are broken

* Paths with jumpers must be repaired. Or it must be accessed from the Nand 
interface.

* Broken or broken memory card busses:

 
Figure 18. Broken or broken memory card busses

 • Broken connections should be connected with a wire. Or by following the bus, 
the solder should be applied to the card reader by using the jumper from the last 
visible point.

* SSD data interface degradation and diode degradation:
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Figure 19. SSD data interface corruption

 • The data interface should be repaired and the diode replaced or removed.

* Breakage of the circuit element on the SSD PCB:

 
Figure 20. Example of fragment breaking from SSD

 • Soldered by detecting the circuit element by finding the donor or by finding the 
schematic.

 • M.2 SSDs in the wrong socket:

 
Figure 21. Installing M.2 SSDs in the wrong socket

 • Socket details Must be plugged into a shape-matched socket or reader

* Deterioration of circuit elements on the memory card PCB:
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Figure 22. Deterioration of circuit elements on the memory card 

 • The donor must be found and the circuit element must be replaced.

* USB socket not working:

 
Figure 23. Example of SSD with USB socket not working (Total-Recovery, 2022)

 • The data must be accessed by performing the conversion to the Sata interface.

* Failure of busses after liquid contact:

 
Figure 24. Bus not working after liquid contact with (ITHOPE s.r.o., 2021)

 • M.2 disk that cannot be accessed from its default interface must be converted to 
SATA.

* Physical environmental conditions of the environment where the data logger is 
located:
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Figure 25. Example of a mouse biting the power cord 

 • The power cord must be replaced. Environmental conditions should be 
considered. From time to time, physical environments where data recording 
media are located should be checked.

* Breaking the data paths of mobile devices, breaking their sockets, breaking the 
socket pins, clogged the socket:

    
Figure 26. Socket failures in mobile devices

 • Busses must be repaired with a jumper, breaks must be replaced with new 
sockets, and their blockages must be removed.

* Failure of circuit elements in the bus of mobile devices:

  
Figure 27. Malfunction of circuit elements in mobile devices

* The donor or the relevant part should be replaced by looking at its diagram.

 • Battery deterioration of mobile devices:
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Figure 28. Battery deterioration of mobile devices 

 • External power must be supplied or a new battery must be installed.
* Cracked mobile screens:

  
Figure 29. Cracked mobile screens 

 • The screen must be replaced.

 • Malfunction of the socket of MP3 players:

 
Figure 30. Malfunction of the socket of MP3 players 

 • The socket must be replaced.

* USB flash drives or memory cards appear below their normal capacity:
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Figure 31. The appearance of the devices with hardware failures on the computer

 • When there is a hardware failure in USB flash drives or memory cards or 
SSDs, as can be seen in Figure 31, they appear as an empty drive on my 
computer screen with a value below their normal capacity, such as “121MB” 
or “31MB”. It is necessary to access data on such devices using the Nand 
interface.

* USB flash drive and memory card with damaged controller:

  
Figure 32. USB flash drive and memory card with damaged controller

 • Requires access from the Nand interface.

* Flash drive oxidized by liquid contact:

 
Figure 33. Oxidized USB flash drive

 • Oxidation with isopropyl alcohol, if there is a faulty circuit element, it should 
be replaced. If the fault cannot be resolved, it must be accessed from the Nand 
interface.

* Burnt memory card and memory cards with broken PCB:

   
Figure 34. Burnt memory card (Rusolut Sp. z o.o., 2014) and memory cards with broken PCB

 • Chip-Off should be tried
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* Excessive scraping of memory card surface:

Figure 35. Excessive scraping of the memory card surface

 • By being too scraped or physically damaged by the user to access TTNs. Access 
from the Nand interface should be attempted by taking X-rays and determining 
the exact locations of the TTNs.

* Memory card or data chip broken, cracked, or dented:

    
Figure 36. Examples of broken, cracked, and dented memory cards 

 
 Figure 37. Broken UFD and Tsop48 chip examples 

 • An X-ray of the memory unit should be taken. If there is no damage to the Nand 
memory, try to get data from the Nand interface. Generally, data recovery is not 
possible in cases where the memory unit is broken or crushed.

* Combustion of parts on SSD PCB:
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Figure 38. Burning parts on (DataSector, 2022)

 • Data must be accessed from the Nand interface. As an alternative solution, a full 
replacement can be tried.

* A mobile device whose physical failure cannot be fixed:

 
Figure 39. An example of ISP applied to a mobile device whose physical failure cannot be repaired

 • Data must be accessed by making an ISP. If inaccessible, it must be accessed 
from the Nand interface.

* Paths are broken or the protective coating has been removed on the PCB of the 
mobile device:

 
Figure 40. Remaining protective coating of mobile device PCB 

 • Jtag/ISP and then Chip-Off should be tried.

* Burnt cell phone:
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Figure 41. Burnt cell phone.

 • Jtag/ISP and then Chip-Off should be tried.

* Mobile device PCB broken chip broken:

  
Figure 42. Mobile device PCB broken, chip broken

 • An X-ray should be taken, if the Nand memory is not damaged, data should be 
obtained via Chip-Off or Nand interface.

* Breaking of data transmission legs of Usb Flash memory using a memory card as 
memory unit:

Figure 43. Breaking of data transmission paths

 • If there are a few methods that can be used for data recovery processes;
 » Bus reconnection can be achieved by molding the TTNs of the memory card.
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 » The TTNs of the USB Flash memory and the TTNs of the memory card can 
be soldered with wires.

 » The memory card can be accessed via the Nand interface (Chip-Off).

When TTNs are examined during data recovery operations on memory cards, species 
naming is shown in Table 4.

Table 4. Number of Encounters with TTN Types

TTN Type Number of Encoun-
ters Sample Photo

3x7 34 Figure 43– Number 1

4x6 52 Figure 43– Number 2

15x2 14 Figure 43– Number 3

Other 72 Figure 44

Total 172

As can be seen from this chart, common TTN types are 3x7, 4x6, and 15x2. It was 
thought that it would be useful to make an adapter for the most common type of micro 
SD memory cards to be read quickly as a dump using the Nand interface. Previously, 
it has been explained how to perform data recovery over the Nand interface. To access 
the memory over the Nand interface, the signal equivalents of the TTNs to be used must 
be known. On Micro SD memory cards, detailed information of which is presented 
in Table 4, it was observed that 102 were hardware and 66 were software. When the 
methods described above were applied, it was observed that 97 data were recovered. 
When examined for data recovery processes for these memory cards, it was seen that 
some of the TTNs were the same (Figure 44) and some were completely different from 
each other (Figure 45). Pages belonging to data recovery companies (Arvika Data 
Recovery, 2013; GreyD Lab, 2015; Rflashdata.com, 2016; RecuperoDatos.com, 2020) 
When TTNs would be checked, it would be seen that there are hundreds of cards with 
different TTNs.

Figure 44. Same TTNs of different brands
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Figure 45. Different TTNs of different brands

The points called technological touch points cannot be seen directly from the outside and 
are used for tests. The TTN variety is developed according to the Nand memory type, 
circuit elements, and data buses used by the vendors during production, and the signal 
information used in TTNs cannot be disclosed due to copyrights. Memory cards vary in 
capacity, application performance, speed, and data paths. Multi-level cell technologies 
are also used to ensure this diversity. Due to this diversity, it is understood from the 
x-ray images that the internal data paths of the cards and the circuit elements used are 
also different.

 
Figure 46. Completed adapter with all connections made

Thanks to this developed reader adapter;
* Common TTNs, without the need for soldering, the memory card Figure 46 reading 
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process is performed very quickly through the Nand Reader hardware belonging to 
the Soft-Center Company to the part indicated with number 2.

* Figure 46 is also performed for the devices of other companies that produce data 
recovery equipment.

* With this adapter produced, the loss of time spent on the soldering process will be 
eliminated.

* During soldering, problems such as incorrect soldering, solder, and wire breaks that 
repeat the soldering process and cause time loss will be eliminated.

* The loss of foreign currency spent on foreign companies that carry out similar 
transactions will be prevented.

Flash memories are mentioned as other and not frequently encountered in Table 4 Nand 
interface.

 
Figure 47. Soldering board developed for memory cards and USB sticks

Thanks to this card, all of the operations listed below can be performed without the need 
for any other hardware (Figure 47).

 • MicroSD memory cards with a standard data interface broken or pin 
disconnected can be soldered to the area indicated by number 1 and data 
can be retrieved.

 • USB flash drives with broken sockets can receive data via USB interface 
2.

 • 3 or 4 can be used crosswise/mixed for soldering memory cards, memory 
packaging type Cop/Blob or solid USB flash drives to TTNs. In this way, 
narrow soldering operations, which are formed by overlapping jumpers 
during the soldering of TTNs, are facilitated.

 • To perform the soldering operations, it is necessary to fix the relevant 
memory to the soldering board, for this, bidirectional tapes are used. With 
the soldering holders we have developed, the formation of residues of the 
bidirectional tape on the memory card and soldering card is prevented. 
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The double-sided tape is prevented from losing its adhesive property due 
to the heat of the soldering iron.

 • Multicom Sp. Zo.o. Since an output compatible with the output of the 
soldering card produced by the company is provided, this equipment can 
still be used if this equipment is already available.

In summary, the absence of mechanical parts in devices using flash memory, 
compared to hard disks, prevents the occurrence of mechanical problems such as head 
and motor failures, which are frequently encountered in hard disks. However, since 
devices using flash memory are constantly carried in daily life (mobile phones, USB 
flash memory, memory card, etc.), they are more likely to encounter physical effects. 
Therefore, physical failures occur more than software failures compared to other storage 
units.
These failures are;

 • Fractures/cracks in the data chip,
 • In addition, breakage/deterioration of components (such as screen, touchscreen) 

that enable the device to be used,
 • can be listed as all kinds of reasons that prevent electrical conductivity, such as 

deterioration and disintegration of circuit elements in PCBs.
The closer the physical failures in data recording environments to the unit where 

the data is stored, the higher the sensitivity and difficulty level in the recovery process. 
For example;

1- A USB flash memory socket is broken
2- access Nand data chip of same USB flash memory

If a comparison is made, it will take 5 minutes for the problem to be resolved by replacing 
the socket, the fault in number 1, and to reach the data. However, it will only take ~5 
minutes to remove the data chip to fix the fault in number 2. Afterward, the data chip 
will be read raw, and the read data will be tried to be made meaningful by imitating the 
controller. Here, however, data recovery will take days, maybe weeks.
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Process Steps to Follow During Data Recovery

Figure 48. Data recovery steps from mobile devices
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Figure 49. Data recovery steps from devices using flash memory



Precautions to be Taken to Avoid Data Loss
* To use a power supply for hardware protection of the device in sudden power cuts.
* To provide grounding to protect the device from static electricity.
* Using a case/bag to weaken the effects of physical impacts such as hitting or falling.
* Position data storage units with moving parts so that they cannot be moved as much 

as possible.
* Disconnecting from the computer using the “remove hardware” option to avoid cor-

rupting files during data transfer to an external data storage or editing of data on it.
* Anti-virus etc. to prevent data encryption or corruption caused by a virus. using 

security software.
* To provide physical security to protect the data logger from forensic events such as 

theft.
* To use data storage units by taking appropriate measures to protect the data record-

ing unit from natural disasters.
* Make at least two backups, one of which is cloud storage, to prevent data loss that 

may occur consciously or unconsciously.
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